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PREFACE

This volume (Volume III. Operational Suitability Evaluation) is
one part of a three-volume Handbook produced for the U.S. Air Force
Human Resources Laboratory/Operations Training Division (AFHRL/OT).
The Handbook is entitled, "Handbook for Operational Test and Evalua-
tion (OT&E) of the Training Utility of Air Force Aircrew Training
Devices." This effort has been accomplished by the Seville Research
Corporation under Contract No. F33615-78-C-0063. Dr. Thomas H. Gray
served as the Air Force Laboratory Contract Monitor (AFLCM) on the
project. For Seville, Dr. William H. Hagin was Project Director, and
Dr. Wallace W. Prophet was Program Manager.

The three volumes which comprise the total Handbook are intended

to provide guidelines and procedures appropriate for use of Air Force
ATD OT&E test team personnel in planning, conducting, and reporting the
results of aircrew training device OT&E efforts. The three Handbook
volumes are:

Volume I. Planning and Management

Volume II. Operational Effectiveness Evaluation

Volume III. Operational Suitability Evaluation

It is important that the reader understand that this Handbook was
prepared to serve as a supplement to AFM 55-43, "Management of Opera-
tional Test and Evaluation" by providing those specific additional
evaluation concepts and techniques necessary for ATD test and
evaluation.

., I 
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CHAPTER 1

PURPOSE AND ORGANIZATION OF VOLUME III

INTRODUCTION

Volumes I and II -of this Handbook provide guidance for the test
director concerning how to plan for ATD OT&Es and how to conduct ATD
operational training effectiveness evaluations. This volume is con-
cerned with assessing the impact of operational suitability factors on
ATD usefulness. Operational suitability factors pertain to how well
the device meets accepted equipment serviceability requirements within
its intended operating and maintenance environment.

There are two principal components of ATD suitability that must
be examined during ATD OT&E, viz, hardware suitability and software
suitability. Assessment of hardware suitability is important from the
standpoint that OT&E findings in this area can significantly affect
downstream ATD life-cycle costs, manning requirements, logistics sup-
port, and the ultimate instructional usefulness of the device. For
example, a device may be rated highly with respect to operational
effectiveness, but it will be of little use if it is not available for
training because of its poor reliability or maintainability charac-
teristics.

Software suitability assessment also has become a key element in
ATD suitability evaluations, because modern digital ATDs have a
substantial software component. Software is involved to a large
degree in the simulation of dynamic flight characteristics and in pro-
cedural, navigational, communications, weapons, and electronic
countermeasures (ECM) system functions, among others. Software also
plays an important role in the control and functioning of ATD instruc-
tional support features (e.g., freeze, record/replay, reset, and
auto-demonstration), as well as automated maintenance test features.

Management of ATD Operational Suitability Testing

Effective assessment of ATD operational suitability during OT&E
depends upon careful advanced planning and skilled execution of the
required testing activities. As will be seen in the detailed tech-
nical discussions of these testing activities which follow in Chapters
2 and 3 of this volume, no single person is likely to have the full
range of expertise required either to plan for or to execute all of
the technical efforts appropriate to ATD operational suitability
testing. For this reason, two deputy test directors are responsible
for the technical aspects of ATD operational suitability testing:
One, the Deputy for Logistics Evaluation (DLE) is responsible for
hardware suitability testing; the other. the Deputy for Software
Evaluation (DSE) is responsible for softwae suitability evaluation.

9



Deputy for Logistics Evaluation (DLE). rhe Deputy for Logistics
Evaluation (DLE)' and his team are under the operational control of
the AFTEC or MAJCOM test director, and function in accordance with the
pertinent provisions of the following documents: (I) AFR 80-14,
"Research and Development Test and Evaluation;" (2) AFM 55-43,
"Management of Operational Test and Evaluation;" (3) AFLCR 80-4, "Test
and Evaluation;" and (4) AFTECP 400-1, "Logistics Assessment."

The DLE normally is a senior OT&E specialist from the Air Force

Logistics Command (AFLC), and his team consists of a select group of
logisticians, engineers, technicians, and other support specialists as
required from the AFLC, AFTEC, and/or the MAJCOMs. The DLE and his
team serve as the logistics test focal point in the accomplishment of
the actions necessary to effect all suitability test planning and exe-
cution requirements.

Deputy for Software Evaluation (DSE). The Deputy for Software
Evaluation (DSE) and his team also are under the operational control
of the test director. The DSE and his team of software evaluators
operate in general accord with those software evaluation guidelines
and procedures which have recently been documented in a five-volume
AFTEC handbook titled, "Software OT&E Guidelines." Volumes in this
handbook set include the following:

I. Software Test Manager's Handbook

II. Handbook for Deputy for Software Evaluation

III. Software Maintainability Evaluator's Handbook

IV. Software Operator-Machine Interface Evaluator's Handbook

V. Computer Support Resources Evaluator's Handbook

PURPOSE OF THIS VOLUME

Even though the test director is dependent upon these two depu-
ties (the DLE and the DSE) for the technical adequacy of ATD opera-
tional suitability testing, he must have a general understanding of
the processes involved. This volume is intended to provide him with
that understanding. Familiarity with the content of Volume III will
help the test director by facilitating his interactions with the two
suitability test deputies and their teams of specialists.

1The term "Logistics Support Evaluation Team (LSET)" has been
used in many earlier OT&E plans and reports. The current term "DLE"
has replaced "LSET Chairman," but the same functions are performed.

tu



ORGANIZATION AND CONTENT

This Handbook volume consists of three chapters and a number of
appendices. This introductory chapter has emphasized the importance
of AID suitability testing. It has also pointed out that the tech-
nical complexity of hardware and software suitability testing necessi-
tates the designation of two deputy test directors- -one for each of
the two areas. Chapter 1 concludes by emphasizing that the test
director must have a basic familiarity with the details of hardware
and software suitability testing, even though he depends upon his two
deputies (the OLE and the DSE) for their actual accomplishment.

Chapters 2 and 3 provide the technical and methodological infor-
mation that the test director needs to understand and manage hardware
and software suitability testing. Chapter 2 addresses hardware suita-
bility testing in terms of device reliability, maintainability,
avail abil ity, logistics supportability, and operating and support
costs. Chapter 3 discusses software suitability evaluation in terms
of software maintainability and usability.

The discussions of each of the above listed sub-elements of hard-
ware and software evaluation provide the test director with the nec-
essary AID OT&E oriented definitions of these factors and a required
understanding of the methods used for their evaluation. Perhaps of
even greater significance to the test director are those parts of the
discussion which alert him to a number of specific concerns to which
he should attend in the areas of "Phase of Test Considerations" and
"Personnel Requirements."

Phase of Test Considerations

Estimates based upon OT&E data drive a number of critical deci-
sions relating to funding/budget planning, manpower requirements, and
planning for overall support of the system in its operational setting.
The precision of those estimates is a matter of great concern to deci-
sion makers with respect to both operational effectiveness and opera-
tional suitability factors, because long-term budgetary, manpower and
provisioning plans must often be made well in advance of actual need.

As shown in Figure 1-1, early in-plant IOT&E provides "rough"
data relating to system effectiveness and suitability, data which can
then be refined by later on-site IOT&E and FOT&E phases. Because the
iterative nature of this process of "estimate, refine, and re-evaluate"
is of particular importance to suitability considerations as testing
progresses, in the discussions of the various suitability factors
which follow, the section "Phase of Test Considerations" will include
additional information that may be of use to the test director with
respect to the specific evaluation element in question and the phase
of test being supported.



ROUGH 
___- IN-PLANT IOT&E

ON-SITE IOT&E

FOT&Es

FINE

Figure 1-1. Precision of suitability estimates
for successive phases of OT&E.
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Personnel Requirements

As noted above, the test director depends upon his two deputies
for support in planning, executing, and reporting ATD suitability
evaluation activities. In most instances, personnel needs will be
taken care of for him by these two personnel. However, there can be
specific personnel requirements and/or characteristics of direct
interest to him. Where appropriate, such personnel requirement con-
cerns are surfaced in the concluding portion of each discussion.

13



CHAPTER 2

HARDWARE SUITABILITY TESTING

COMIPOSITION OF LOGISTICS EVALUATION TEAM

As was pointed out in Chapter 1, responsibility for hardware
suitability testing is assigned to the Deputy for Logistics Evaluation
(DLE) and his team of specialists. The composition and command
sources of the OLE team may vary with each individual test situation,
but the following is illustrative of the usual team membership:

Position Command source

Deputy Director for Logistics
Evaluation AFLC

Reliability and maintainability
engineers (Note: In some cases,
a simulator maintenance analyst
may serve this function) AFLC

Simulator technicians MAJCOI

Technical data specialists AFLC

Flight crews and/or instructors MAJCOM

(Note: Resources, normally available because they are necessary
for operational effectiveness evaluations, are used to exercise the
ATD during suitability testing.)

Specific DLE Responsibilities

The Deputy for Logistics Evaluation is responsible for the
following:

* Assisting the AFTEC or MAJCOM test director in preparing test
plans and reports.

s Maintaining open communications through AFTEC with the ATD
program office (SimSPO), MAJCOM, and AFLC.

* Assuring that written procedures are available for data
collecting, processing, analysis, evaluation, and filing.

9 Ensuring that DLE team members comply with all test procedures.
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@ Ensuring that data collected are adequate and thorough.

* Attending conferences, meetings, and demonstrations as

required.

* Presenting logistics briefings as required.

ORGANIZATION OF THIS CHAPTER

ATD hardware operational su:'ability evaluations encompass a wide
variety of concerns. Figure 2-1 shows the five major hardware suita-
bility areas of concern and the subelements associated with each. The
remainder of this chapter is organized into five major subsections in
accord with this overall structure. In order of presentation, the
evaluation concerns treated are:

A. Reliability;

B. Maintainability;

C. Availability;

D. Logistics Supportability; and

E. Operating and Support Costs.

To the extent practicable, the discussion for each major suit-
ability element first defines that element in the context of ATD OT&E.
Next, the discussion describes the evaluation methods to be used.
Each subsection discussion then concludes by identifying practical
guidelines that may serve to inform the test director of possible lead
time requirements, phase of test specific concerns (i.e., IOT&E/QOT&E,
FOT&E), or general aids to the successful accomplishment of the
various operational suitability assessments.

i IIIII I ~ l .. .. .. .1"
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A. RELIABILITY

RELIABILITY EVALUATION ELEMENTS

Reliability is defined as the probability that a system will per-
form satisfactorily for a given period of time when used under stated
conditions. Reliability thus relates to the frequency with which
failures occur and the relationship of those failures to the mission
of the system in question. In the case of AIDs, the mission is that
of supporting aircrew training. ATD reliability, therefore, is an
index of how satisfactorily the AID and/or its major subsystems will
hold up when used for training.

Three categories of AID reliability are of i nterest-- hardware
(logistics) reliability, operational (mission) reliability, and the
reliability of built-in test equipment (BITE). These categories are
defined briefly below.

Hardware Reliability

Hardware reliability (or logistics reliability) refers to the
identification of failure patterns or trends that may adversely impact
the system's functioning and that will require excessive resources to
restore the system to the required operating condition. Since the
intent of the hardware reliability evaluation is to determine (or
estimate) the downstream logistics impact of any maintenance
occurrence in terms of spares requirements, maintenance manpower, or
support test equipment, all maintenance occurrences are of interest.

Any maintenance actions on an AID, including preventive main-
tenance, adjustments (e.g., CR1 focus), light bulb burn-out, computerof glitch, " etc., are referred to as occurrences. Occurrences that have
to do with any system/component breakdown or deterioration such that
normal system function is degraded are referred to as failures. Fail-
ures can be further classified as either critical or nonritical. A
critical failure is a failure that causes a significant disruption to
the odngoinq training mission of the ATO. A noncritical failure is a
failure of the system in an area or manner fhtaTJ~e ot affect the
ongoing training mission. Thus, hardware reliability addresses the
potential effects of all occurrences which can place a demand on the
logistics support system, whether or not training mission capability
is affected by the occurrence.

Operational Reliability

Operational reliability (or mission reliability) is a measure of

the ability of an AID to complete its planned training functions. As



a consequence, only those "critical failures" (as defined above) that
interrupt or degrade significantly the capability of the device to
support specific planned or ongoing training activities are of
interest in the determination of mission reliability.

Reliability of Built-in Test Equipment (BITE)

The reliability of BITE systems refers to the ability of those
systeris to detect and isolate failures. Examples of BITE include,
among others, computer controlled preflight programs, indicator panels
(open circuit breaker, system off, etc.) , and computer system
diagnostic programs.

RELIABILITY EVALUATION METHODS

There are two types of structured reliability evaluations. 1  The
first type, known as the Fixed Length Test, reqjuires that the system
in question be run for a specified number of hours. If more than a
predetermined number of failures occur during that period, the system
fails the test; otherwise, it passes. The second type of test is
known as the Probability Ratio Sequence Test (PRST). In this test,
the system is operated for a specified minimum-time. Beyond thi s
point, determination is made as to which one of the three following
conditions exists: (1) If an upper limit of failures has been
exceeded, the system has failed the test; (2) if the number of fail-
ures is below some lower limit, the system has passed the test; or (3)
if the number of failures is between the upper and lower limits, the
test must continue. It is this second type of reliability test (PRST)
that applies most often to ATD T&E in-plant.

For on-site OT&Es, a structured test program such as described
above does not typically apply. The on-site operational environment
itself provides a situation in which system failure data are recorded
as they occur on a daily basis for the entire period of operational
testing. In this way, a more credible prediction of mature system
reliability may be achieved.

Data Collection Procedures

The data collection procedures for hardware and operational
reliability evaluations are basically the same. Information about the
occurrences used to compute reliability indices comes from the
following sources:

I MIL-STD-781, "Reliability Design Qualification and Production
Acceptance Tests."



* Reliability Demonstration Plan. This is the basic guideline
for conducting the reliability test during QOT&E/IOT&E.

@ Reliability Test Log. This record is used to recover data to
assist in providing logistic support and to determine if the
ATD meets reliability requirements.

e Component Removal Data. These data are used in determining
the need for special tools, procedures and test equipment,
tech data, special skills, etc. Such data include:

-- Operating times

-- Occurrence data

-- Repair data

-- Nonfailure removal data (includes instances in which

there is indication that a component is defective or
that a component has been replaced, but the problem
still exists)

e Contractor Failure Data

* Correlated AFLC D056 Reports (these are historical data on
equipment in the inventory)

e Debriefing Records

a USAF Service Reports (SRs)

0 Maintenance Observation Forms (e.g., AFTEC Form 99, AFTO 349,
or similar)

* Reliability and Maintainability Allocations, Assessments, and
Analysis Report (DI-R-3535)

* Simulator Acceptance Deviation or Waiver Reports (or like

reports)

* Logistics Support Analysis Record (LSAR)

Reliability Test Log. The principal means of collecting relia-
bility data is the Reliability Test Log. Collection of reliability
data involves two basic elements or parts. The first of these is a
chronological account of events, e.g., operating on- and off-times,
times of occurrences or failures, and maintenance times. An example



of a Reliability Test Log is depicted in Figure 2-2. (The features of
the specific ATD under test will dictate the precise format of the log
headings.)

A separate Reliability Log sheet is filled out for each day of
the reliability test. An event number is assigned to each maintenance
action. That event number is based on the date/event sequence and is
used to aid in relating the chronological accounting in the supporting
maintenance observation reports used to gather more detailed main-
tenance action information. Some logs will be "full ," indicating a
high number of occurrences during a day (Figure 2-3), while others
will be nearly "empty," indicating a relatively low number of
occurrences (Figure 2-4).

Maintenance Observation Reports. The second data element sup-
porting reliability determinations is derived from maintenance obser-
vation reports. (Either AFTEC Form 99 or AFTO Form 349 can be u-,ed
for this purpose.) AFTEC Form 99 is shown in Figure 2-5.

Information contained on the maintenance observation report is
used as the principal source for later maintainability, tech data,
spares, personnel, facility, etc., determinations. Information shown
also includes How-Mal codes (LAW AFTO 43-1-06-2), maintenance type
codes, time to restore, and other critical data.

Maintenance observation reports are normally filled out by DLE
maintenance personnel for each maintenance action performed. In some
cases, such as tests with contractor maintenance, the ATD contractor
can be required to fill out the necessary maintenance record forms.

BITE reliability data collection. To calculate the required BITE
rates, it is necessary that appropriate notations are made on the
reliability log and maintenance observation reports. In some cases, a
separate BITE log may be more applicable (see Figure 2-6). Those
notations consist of coded entries to the log, immediately following
the description of the occurrence. Refer to Appendix A for a listing
and definition of the BITE rate codes.

Categorization of data. Occurrences during any in-plant relia-
bility evaluation must be classified as to whether they are countable
or noncountable occurrences. This is necessary to ensure thato6nly
countable occurrences are included in the calculations of reliability
indices. This categorization may occur at the time of the occurrence
or later, at the discretion of the OLE. The two categories are as
follows:

I There forms are al so commonly known as Support Eval uation
Worksheets.
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RELIABILITY TEST LOG

DATE: SHEET OF

Time #1 #2 #3 #4 #5 #6
taken Sim. time Computer Visual Video Day/Dusk Night

1 2 3 4
TIME EVENT INIT. REMARKS

Figure 2-2. Sample reliability test log.
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ARPTT RELIABILITY TEST LOG

DATE: 07/11/79 (311) SHEET OF

Time #1 #2 #3 #4 ;5 ,6
taken Sim. time Computer Visual Video Day/Dusk Night
0600 11388.9 8634.9 7918.2 6577.8 3478.3 4622.5
'1 z2 3 4

TIME EVENT INIT. REMARKS

0600 Power ip and start checks

0640 Start preflight
0705 Finish preflight
0730 Finish checks

0753 Mission #1 cancelled no show
0800 Maj. Roy flying sim for George

who is investigating spoiler
response

0810 George finished
0915 Adjust CCU blanking JCN ;2840122
9030 Mission #2 cancelled no show
1030 Start Mission #3
1156 Adjust CCU blanking by request JCN #2840122
1200 End Mission #3
1205 Start Mission #4
1226 Motion bump, to right, then During Auto

left Demo 69 between
1.5 & 2 min.
playback.

1300 Record/Replay wouldn't replay Everything was
normal; had
come off auto/
demo a few min.
earlier

1325 Record/Replay functions OK now
1330 Mission #4 ends
1335 Mission #5 start
1455 Mission #5 end
1500 Mission #6 start
1600 End Mission #6
1605 Start tour
1610 Boom glitch Vertical
1800 Start verifications
2200 Stop verifications

Figure 2-3. Example reliability test log showing
a number of occurrences.
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RELIABILITY TEST LOG

DATE: 07/11/79 (310) SHEET 1 OF

Time #1 #2 #3 #4 #5 #6
taken Sim. time Computer Visual Video Day/Dusk Night
0600 11372.3 8618.3 7001.7 6561. 462.7 4606.61 _ ."3 4
TIME EVENT INIT. REMARKS

0600 Power up and daily checks
0630 Start preflight
0645 Finish preflight
0730 Adjust visual and finish checks
0740 Start Mission #1
0855 Mission #1 ends
0855 Changed from "H" to "G"
1040 Mission #2 No-show
1045 Mission starts(#3)
1430 Mission #3 ends
1435 Start Mission #4
1700 End Mission #4
1701 Start verifications
2200 Stop verifications

Figure 2-4. Example reliability test log showing
no occurrences.
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* Countable Occurrences. Those occurrences on operationally
configured equipment which the test team determines to he
representative of occurrences that might happen in the opera-
tional environment.

e Noncountable Occurrences. Those occurrences which are unique
to the test environment and which are not representative of
the operational environment. For example, failures which
might be attributable to deficiencies of an in-plant test
environment, such as inadequate air conditioning, would be
categorized as noncountable.

Reliability Indices

Mean time between maintenance action (MTBM) and mean time be-
tween critical failures (MTBCF) are the two principal measures of
reliability determined during reliability evaluations. MTSM indices
have to do with the hardware reliability of the device, and MTBCF
indices relate to the operational reliability of the device. The
hardware and operational reliability determinations are calculated by
the DLE reliability/maintainability engineer.

Hardware reliability. There are six versions of the MTBM
described in following paragraphs, all of which are calculated by
dividing operating time by the total number of on-equipment main-
tenance occurrences, where operating time is defined as the system
elapsed time indicated (ETI). The formula used to calculate MTBM is
shown in Appendix A. The six versions of MTBM are as follows:

I. MTBM (preventive): This form of MTRM considers preventive
on-equipment occurrences during the active test. (Adjustnents,
checking fluid levels, "tweaking" drifting indicators, etc.)

2. MTBM (induced): This form of MTBM considers all on-equipment
occurrences resulting from an item no longer meeting performance
requirements because of an induced condition. An induced condition is
defined as a condition resulting from an external source, e.g., power
fluctuation, environmental conditions, or operational error. Examples
of operational errors would be the execution of an improper on-
e(luipment preventive maintenance action.

3. MTBM (no defect): This form of MTBM considers on-equipment
occurrences resulting from a non-defect condition. These are "false
alarm" occurrences. An example of a false alarm would be an a parent
failure such as might be indicated by operator error/confusion or in a
number of conponent areas when a failure of a power supply occurs.



4. MTBM (inherent): This form of MTBM considers all on-
equipment occurrences resulting from an item no longer meeting perfor-
mance requirements due to an inherent condition. An inherent
condition is defined as a condition resulting from an internal degra-
dation of a component. A common example would be a degradation in IC
"chip" function due to a defective batch or due to heat. Once the
defective chips were replaced, the system would function normally.
MTBM (inherent) on-equipment occurrences are computed using all How-
M1al codes excluding those for MTBM (induced) or MTBM (no defect).

5. MTBM (all failures): This form of MTBM considers all on-
equipment failures and refers to all failures considered in MTBH
(inherent), MTBM (induced), and MTBM (no defect).

6. MTBM (total corrective maintenance): This form of MTBM con-
siders on-equipment occurrences of MTBM (inherent) and MTBM (induced).

Operational reliability. The Mean Time Between Critical Failures
(MTBCF) is an index of the operational mission reliability of the ATD.
MTBCF is the total operating time during the evaluation divided by the
total number of critical failures during that time.

As defined earlier, a critical failure is one that degrades the
specified ongoing training mission of the device. When a failure
occurs, the instructor/operator pilot at the trainee station is con-
sulted to determine whether the failure had a significant impact on
the training mission occurring at that point in time. An example of a
critical failure would be a failure in the Horizontal Situation
Indicator during instrument training. Such a failure would impact the
ongoing training mission, and, thus, would be categorized as a
'critical failure." A failure in the ATD visual system, however, pro-
bably would not have affected the orjoing instrument training and,
therefore, would not be classified as a "critical failure." See
Appendix A for more discussion on MTBCF calculation and critical
failure distinctions.

Built-in Test Equipment (BITE) reliability. Quantitative indices
of the ability of BITE to detect and isolate failures accurately are
expressed in terms of various BITE rates. The following BITE rates
are calculated. Computational formulas for these BITE rates are con-
tained in Appendix A:

• RAIP rate (BITE accurately isolated problem) is the effec-
tiveness of the system both to detect a failure and to deter-
mine what failed.

* BADP rate (BITE accurately detected problem) is the effec-
tiveness of the system to identify that a particular failure
has occurred.
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9 BFDP rate (RITE failed to detect problem) is the occurrence
rate of failures that should have been determined by BITE but
were not.

a BFA rate (BITE false alarm) is the occurrence rate of BITE
identifying failures erroneously.

Two of the identified reliability indices are of particular
interest to the ATD OT&E test director: (1) the overall hardware
reliability index, MTBM-all failures and (2) the operational relia-
bility index, MTBCF. After these two values have been calculated,
they are compared with the reliability criteria levels as defined in
the Reliability Test Plan: e.g., Threshold, Standard, and Goal. Two
actions are normally undertaken following instances where the data
yield a reliability value less than threshold value: (1) further
reliability analysis; and/or (2) submission of a Service Report (SR).
The purpose of the follow-on reliability analysis is to identify the
subsystem, equipment, or component which is the principal contributor
to or direct cause of the reliability problem. The Service Report is
the official means of notifying the SimSPO of a deficiency and has as
its purpose the initiation of corrective action to resolve the prob-
lem. SRs remain "active" until cleared by whatever corrective action
is determined to be appropriate. The remaining five reliability
indices--preventive, inherent, induced, no defect, and total
corrective--are principally of use in validating and refining pre-
viously developed estimates (see Figure 2-7, Example reliability
reporting table).

RELIABILITY MEASURE VALUE (HOURS) THRESHOLD STANDARD GOAL

MTBCF 45.2 17.2 39.0 49.0
MTBM (Preventive) 15.0
MTBM (Induced) 115.8
MTBM (Inherent) 25.3
MTBM (Total Corrective) 19.3 12.3 21.5 43.0
MTBM (No Defect) 50.7
MTRM (All Failures) 12.5

Figure 2-7. cxample reliability reporting table (example shows
hypothetical data). Note: Formats for reporting
should follow current AFR 80-5 "Reliability and
Maintainability Programs for Systems, Subsystemns,
Equipment, and Munitions."



Supplementary reliability data for equipment items which exhibit
high failure rates during the evaluation period and which are pre-
sently in the USAF inventory can be obtained from the AFLC D056 pro-
duct performance system data bank and AFLC G026 Material Improvement
Program (MIP) report(s). Correlation of the OT&E data with those
historical data can aid the DLE test team in making more accurate
estimates of system and subsystem reliability.

RELIABILITY: TEST DIRECTOR CONCERNS

Phase of Test Considerations

Test and field data covering a variety of systems have indicated
that, if the system is mature, the failure rate will be relatively
constant throughout its programmed operational life cycle. When
equipment is produced and first introduced into the inventory, there
are usually more failures during a debugging or burn-in period. Like-
wise, when the equipment reaches a certain age, there is a wearout
period during which failure rates increase. A typical failure-rate
curve illustrating this point is depicted in Figure 2-8. In accord
with this relationship, reliability assessments early in a systems
operational life are likely to result in lower MTBM and MTBCF indices
than would actually e the case when the system matures. In-plant
test data, for example, will likely show lower system reliability than
data collected during subsequent on-site tests. One approach for
dealinq with the problem of estimating mature system values is to com-
pile separate data for the latter portion of the overall test period.

MATURE SYSTEM
CONSTANT FAILURE
RATE REGION

DECREASING FAILURE INCREAS5NG FAILURE
RATE DURING BURN- RATE DUI G 'vEAF-
IN PERIOD OUT PERIOD
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In some cases, improvement in mature system values may be attri-
butable to fewer failures and malfunctions in a single critical sub-
system, e.g., computer system, visual system. ATDs frequently
incorporate subsystems from various manufacturers. If the reliability
of one of those critical subsystems is low during early test phases
because of faulty components, defective cabling, etc., it is likely
that attention by the appropriate contractor's technical represen-
tative will alleviate the problem for later test phases.

Personnel Requirements

A number of factors have an impact on the numbers and types of
personnel that will be required for reliability determinations during
ATD OT&E. Among others, these include device complexity and con-
figuration, phase of test, number of test items, and site of test. In
general, the following guidelines apply; however, these personnel
guidelines, must be modified by the test director as appropriate for
his particular circumstances:

SPECIALTY SOURCE AFSC NUMBER

DLE AFLC or 66170 1
,1AJ COM 34100

Reliability & AFI' 2895 1
Maintainability
(R&M) Engineer

Flight Sim Tech MAJCOM 34174 i/station/shift

Offensive Sim Tech MAJCOM 34176 I/station/shift

Defensive Sim Tech MAJCOM 34172 1/station/ shift

For in-plant tests (e.g., combined DT&E/IOT&E), the reliability
demonstration (conducted by ASD) normally occurs at the end of the
total acceptance/qualification test period. An AFLC reliability
engineer is not needed for the total test period, but only for the
reliability demonstration. A test may be scheduled to last about a
month, but because of slippages in the program and ongoing engineerinq
development on the device, it may run three or four times that long.
Proper resource identification and TDY schedul ing/budgeti rig are par-
ticularly important in this case, because a lengthy slip in the
reliaHility demonstration can create a drain on limited Il)Y funding
resoLrCeS.

The reliability demonstration is not always conduottd in-plant
In some instances, the Air Force may conduct it after the device hias
arrived on-site. In this case, the reliability demonstration would
actually be accompl ished on-site as the last event prior to accc;tnce
(DD 250 sign-off).



A Logistics Command reliability engineer is typically required
only for the structured reliability denonstration. A reliability
engineer is not normally required for extended on-site IOT&E or FOT&E
period of testing. However, it should be noted that, prior to the
start of test, a reliability engineer should be consulted to assure
that adequate data collection procedures have been defined.



B. MAINTAINABILITY

MAINTAINABILITY EVALUATION ELEMENTS

There are two basic kinds of maintenance activity. The first,
corrective maintenance, occurs whenever a system component or function
has failed and requires subsequent repair or restoration. The other
type, preventive maintenance (or scheduled maintenance), occurs on a
regular basis and is intended as a means of reducing or preventing
unplanned downtime for corrective maintenance.

Maintainability is concerned with those characteristics of system
design and installation which affect the ease or difficulty of these
maintenance actions--corrective and preventive--so that the system may
be restored to, or retained in, a specified working condition.
Requirements for maintainability considerations are formalized in
Military Standards 470 and 471 anjre imposed on all contractors
supplying equipment to the military.

ATD maintainability and reliability are closely interrelated in
determining the overall suitability of a system. It is possible, for
example, to have a system that meets its reliability requirement in
terms of number of failures, but does not meet the maintainability
requirement in terms of the time required to restore the system to
operational status. Therefore, inclusion of maintainability eval-
uations during ATD OT&Es is an essential part of the evaluation of ATD
operational suitability.

Quantitative Maintainability

There are two categories of maintainability of interest during
ATD OT&E. The first of these, quantitative maintainability, is
defined as a measure of the maintenance time and resources required to
keep an item operating. Quantitative maintainability evaluations
include computations of mean time to repair (MTTR), maintenance
manhours per operating hour (MMtH/OH), mean manhours to repair (MMTR),
maintenance manhours per mission (MMH/M), maintenance manhours per
training hour (MMH/TH), and maintenance hours per action taken code
(i.e., the portion of total corrective maintenance time spent on each
action taken category: troubleshooting, repair, adjustment, remove
and replace, and no defect). These indices provide the test director

1MIL-STD-470, "Maintainability Program Requirements."

2MIL-STD-471, "Maintainability Verification/Dernonstration/
Evaluation."
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with a numerical basis for drawing conclusions about the overall main-
tainability of the ATD in question and serve to highlight those areas
that may require further study.

Qualitative Maintainability

The second category of maintainability, qualitative main-
tainability, refers to those areas of system maintainability that must
be evaluated by qualitative judgments. For example, item location
accessibility, safety hazards, and "serviceability" would be of con-
cern in qualitative maintainability evaluations. Human factors
concerns--e.g., weight, handles, height above ground level--would also
be pertinent in the qualitative evaluation. Guidelines for maintain-
ability human factors considerations are contained in MIL-STD-1472,
"Human Engineering Design Criteria for Military Systems, Equipment,
and Facilities," Section 5.9 of which covers the following main-
tainability design guidelines:

e Mounting of components within units

e Adjustment controls

* Accessibility

* Lubrication

* Unit cases and covers

* Access openings and covers

s Fasteners

e Unit design for efficient handling

e Mounting

a Retaining devices

* Conductors

* Connectors

* Test points

* Test equipment

e Failure indications and fuse requirements

* Gas and fluid line identification

3 3



MAINTAINABILITY EVALUATION METHODS

The OLE should review all maintainability test plans to ensure
that the planned testing and data recovery procedures are sufficient
to allow for an adequate assessment of quantitative and qualitative
corrective and preventive maintainability concerns. The DLE team
should actually observe contractor maintenance tasks during main-
tainability evaluations to ensure that available technical data and
proper support equipment are being used and that all repair data are
being thoroughly and accurately recorded.

Quantitative Maintainability Evaluation Procedures

Depending on the user's concept of maintenance--Air Force or
contractor--early OT&E (IOT&E or QOT&E) maintainability determinations
may be conducted either in-plant or on-site. If organic Air Force
maintenance is planned, the maintainability evaluation will normally
be conducted on-site in its intended environment with representative
Air Force maintenance personnel. If contractor logistic support (CLS)
is planned, the maintainability evaluation will normally be conducted
in the contractor's facility. Two sources of maintainability data may
be combined to support early OT&E estimates in this area. The first
of these is the structured maintainability dteonstration (1-demo) con-
ducted by the SimSPO during device DT&E or QT&E. The second source is
those maintainability data resulting from maintenance actions per-
formed during other periods of test (e.g., reliability testing, opera-
tional effectiveness testing, etc.).

M-demo procedures. The following is a description of the basic
procedures followed in the structured ASD maintainability demonstra-
tion. However, collection of data during other periods usually
follows the same basic methods of observing maintenance actions and
recording relevant information on a standardized maintenance obser-
vation record form (e.g., AFTO 349). The principal difference is in
the source of "faults." Instead of inserting preselected faults for
evaluation as is done in M-demo, observations during other occasions
are based upon those "natural" faults and malfunctions that may occur.

In gathering data to assess the device's maintainability during
M-demno in the early phases of OT&E, one or more preselected faults are
inserted into the equipment with the maintenance team absent from the
area. The faults inserted are identified in a set of "failure data
forms" supplied by the contractor, and approved by the SimSPO. Figure
2-9 illustrates the format and content of these forms. Once a fault
has been inserted and verified, the maintenance team enters the area
and initiates the appropriate corrective maintenance action. An inde-
pendent observer uses a stop watch and a test observer recording form
(AFTEC 99, AFTO 349) to record the time required for each step in the
maintenance process.



MAIN TAINAB ILTY NS

CORRECTIVE MAINTENANCE TASK TO BE DEMONSTRATED

FAILURE NO. I

NOMENCLATURE:

Matrix board (VASI drive)
A 74/489/600-620

LOCATION OF FAILURE:

Maintenance rack

FAILURE INSERTED:

Remove board

Lift off link between T35 and AA33

TYPE OF FAILURE INSERTED:

Failure of matrix board due to open circuit condition

SYMPTOMS:

No VASI motor drive effective on VASI l.b., (parallel)
Prism may exhibit hue neither red nor white

ESTIMATED REPAIR TIME: 43 minutes

Figure 2-9. Example contractor provided maintainability failure data
form.



Separate data sheets are filled out for each corrective task or
simulated failure. The failure data forms and the completed test
observer record forms constitute the bulk of the maintainability
demonstration raw data. It should be noted that some portions of the
data collected on these forms are quantitative, (e.g., time), whereas
other portions are qualitative (e.g., use of tools, test equipment,
etc.).

In some cases, failure to meet time standards for restoring the
system to operation can be traced to support factors such as an
excessive use or lack of technical documentation, test equipment, or
other unproductive time use. These factors should be addressed under
logistics supportability assessments.

The above described data gathering procedure applies to both
corrective and preventive M-demos. Time data for preventive main-
tenance tasks being evaluated are recorded in the same manner and on
the same forms as are used for "simulated" failures, except that the
maintenance team is instructed to initiate a specified preventive
maintenance routine as opposed to a corrective maintenance action.

Maintainability testing typically lasts a minimum of two weeks,
during which time a number of corrective and preventive maintenance
tasks are demonstrated. Usually the majority of the tasks to be
demonstrated were randomly selected in advance by the SimSPO from a
larger set of tasks. However, in addition to the randomly prese'ected
tasks, the Air Force often may select a number of additional main-
tenance tasks for demonstration purposes.

As noted earlier, the OT&E maintainability evaluation includes
both data resulting from the structured M-demo and data resulting from
natural maintenance actions. Later FOT&E focuses exclusively upon
maintenance actions resulting from natural faults and malfunctions as
they occur.

Quantitative Maintainability Indices

Mean time to repair (MTTR) and maintenance manhours per operating
hour (MMH/OH) are the two primary measures of effectiveness which
result from the quantitative reliability evaluation. Other measures
are mean manhours to repair (MMTR) and maintenance manhours p~r
training hour (MMH/TH). Computational formulas for these measures are
contained in Appendix B.

Mean time to repair (MTTR). MTTR is the total corrective main-
tenance clockhours during the test period divided by the total correc-
tive maintenance actions over that same period. (Certain guidelines
have been developed regarding which times to include in MTTR calcula-
tions. These guidelines are contained in Appendix B.) Time is
usually reported to the nearest tenth (0.1) hour.
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MTTR (critical). This is a measure of the corrective manhours
expended on critical failures divided by the number of critical
failures. This provides the average tim( to repair a critical
failure. Maintenance crew size is not considered. Separate MTTR
(critical) values may be compiled for certain device subsystems in
addition to the device as a whole. For example, visual system, motion
system, computer system, and instructor/operator station usually are
compiled as separate entities.

Mean manhours to repair (MMTR). MMTR is the total corrective
maintenance manhours during the test period divided by the total
corrective maintenance actions over that same period. The time guide-
lines specified for MTTR apply (see Appendix B).

Maintenance manhours per training hour (MMH/TH). TIH/TH is the
total of all maintenance manhours expended during operational testing
divided by total number of hours the ATD was used for operational
training (simulated or actual) during that testing period. In addi-
tion to the time guidelines specified for MTTR, some additional con-
siderations are defined (see Appendix B).

Maintenance manhours per operating hour (MMH/OH). !iH/OH is the
total direct maintenance manhours divided by the total operating time
of the system. Maintenance manhours are the total of the direct main-
tenance manhours expended during operational testing times (e.g.,
reliability demonstration and operating effectiveness testing) on
those occurrences listed under MTBM. Operating hcurs are the total of
the system power-on hours during the operational testing times.
Manhours are reported for both on- and off-equipment expenditures.
MMH/OH is calculated for all manhours expended in the six basic cate-
gories of maintenance occurrences (Preventive, Inherent, Induced, No
Defect, All Failures, and Total Corrective), and also for inspection
and support general expenditures.

Once calculated, the results of quantitative maintainability
measures are evaluated with respect to the threshold, standard, and
goal criteria established in the test plan (assignment of evaluation
criteria normally applies only to the MTTR and MTTR [critical]
measures). Figure 2-10 shows an example of how these values may be
r.eported. For those items causing below threshold values, comparisons
should be made to corresponding reliability data, and a prioritized
list of candidates for corrective action should be developed. At this

4 , point, consideration is given to the practicality/feasibility of
correcting the condition, and a service report (SR) may be submitted
as a result of this consideration.

Qualitative Maintainability Data Collection Procedures

As noted earlier, qualitative maintainability determinations have
to do with accessibility, serviceability, ease of maintenance, human



MAINTAINABILITY TOTAL MATURE THRESH- STAN-

MEASURE TEST SYSTEM OLD DARD GOAL

MTTR 1.50 1.01 4.0 1.5 0.7

MTTR (critical) 4.35 1.98 4.0 1.5 0.7

MTTR 3.10 1.58

MMH/TH 0.43 0.34

MMH/OH

- Preventive 0.20 0.24

- Induced 0.03 0.02

- No Defect 0.01 0.02

- Inherent 0.21 0.10

- All Failures 0.19 0.13

- Total Corrective 0.31 0.15

SUBSYSTEM MTTR (critical)

Computing system 8.60 0.88

Visual system 3.96 2.39

Motion system 1.23 1.10

Instructor stations 3.15 2.85

Figure 2-10. Maintainability reporting format (hypothetical data).
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factors, etc. The judgments made during this type of evaluation are
not necessarily supported by strict quantitative criteria; they
require that the evaluator utilize his expertise and experience.
Emphasis is placed on identifying equipment design and installation
characteristics that have potential for causing maintenance dif-
ficulties or safety hazards. Therefore, each deficiency or potential
deficiency must be assessed on a case-by-case basis. In cases where
problems are identified with accessibility and location, it may be
possible to substantiate resulting SRs with quantitative data. Often
still/motion pictures or video taping may prove useful.

The procedure employed to gather qualitative maintainability
information is imiplemented by the Maintainability Evaluation Check-
list. An example of such a checklist is provided in Appendix B.
Elements of that checklist can vary significantly in detail or gener-
ality. In OT&E, the DLE team reliability/maintainability engineer
manually compiles and analyzes the required data.

Built-in test equipment (BITE) effectiveness. Bite effectiveness
refers to the impact of BITE on the maintainability of the system.
The various BITE rates compiled under BITE reliability assessments
should be assessed to determine areas where BITE significantly
enhances or degrades ease of maintenance actions. This is primarily a
qualitative assessment based upon the types of BITE available and
those maintenance actions to which they apply.

MAINTAINABILITY: TEST DIRECTOR CONCERNS

Phase of Test Considerations

As noted in the reliability subsection, test and field data have
indicated that such measures on "mature" systems are normally improved
over measures taken when the system is first introduced into the
inventory. Improvement in mature system maintainability values can be
expected also to occur. As familiarity is gained with the system and
common maintenance actions are defined, along with properly developed
maintenance technical data, the mean time required to repair the
system should decrease, thereby resulting in improved overall MTTR and
MfIH/OH measures.

The technique of compiling separate data for the latter portion
of the overall test period may also be employed to estimate mature
system maintainability. Figure 2-9, presented earlier, portrays how
these data can be displayed for comparison purposes.

Personnel Requirements

Because maintainability tests normally occur subsequent to
reliability tests during combined testing, the personnel requirements
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to accomplish maintainability assessments are not usually of concern.
Additional simulator technicians are not normally needed because the
same people required to support reliability assessments may be uti-
lized for maintainability tests. It is important that these personnel
be as familiar as possible with the maintenance tasks under test. The
following personnel guidelines generally apply:

SPECIALTY SOURCE AFSC NUMBER

OLE AFLC or 66170 1
MAJCOM 34100

Reliability & AFLC 2895 1
Maintainability
(R&M) Engineer

Flight Sim Tech MAJCOM 34174 i/station/shift

Offensive Sim Tech MAJCOM 34176 i/station/shift

Defensive Sim Tech MAJCOM 34172 I/station/shift

As was the case with the reliability engineer during reliability
testing, the maintainability engineer is not needed during the total
test period. He is needed only for the maintainability demonstration
during combined testing. During FOT&E, a senior logistics person may
be substituted and given responsibility for maintainability deter-
minations. However, during FOT&E, maintainability observation may
necessitate augmenting manpower during such observation periods
depending on device complexity and extent of test requirements.

40



C. AVAILABILITY

AVAILABILITY EVALUATION ELEMENTS

The availability of an ATD is a function of its combined relia-
bility, maintainability, and logistics supportability. From the
standpoint of the user, ATD availability measures reflect the readi-
ness of the AID to perform its specific training mission at any given
point in time. Availability is, therefore, the measure of greatest
interest to the operational users of AI~s.

There are two basic kinds of availability addressed during AID
OT&E: Inherent Availability (Ai) and Scheduling Availability (A5).
Ir addition to these two kinds of availability determinations, Mission
Capable Rates (MCRs) are of interest during ATD suitability eval-
uations. The following paragraphs discuss availability assessment
procedures (Ai and As) and MCR determinations.

I nherent Avail1abil1i ty

Inherent availability (Ai) is defined as the probability that the
simulator will operate satisfactorily at a given point in time.
Inherent availability measures provide preliminary information on the
potential availability of the device. The term "potential" is used
here because inherent availability assumes an artificial environment
in which there are no logistics delays, free time, administrative
time, or storage time. Inherent availability is a measure of the
built-in availability of the device.

Scheduling Availability

Scheduling availability (AS) may be defined as the probability of
completing any scheduled training mission. Two forms of As are used:
The first, Asi, is the ratio between completed missions and scheduled
missions; the second, A.2, is the ratio between hours flown anJ hours
scheduled. It goes beyond inherent availability to include the actual
environment with its scheduling and logistics delays.

Mission Capable Rates

Although not an availability estimate in the pure sense, mission
capable rates (MCR) are also a critically important aspect of AID
availability concerns. Mission Capable Rates predict the percentage
of possessed time that a device can be expected to be usabl e for
trainIng, i.e., mission capable. In this sense, MCR determinations
can provide a true.- picture of device availability in the context of
its operational training environment.
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AVAILABILITY EVALUATION METHODS

Inherent Availability

Reliability (MTBCF) and maintainability (MTTR) data are used to
calculate Ai for the overall system and its major subsystems. The
data collection procedures, definitions, criteria, and miscellaneous
factors described under the preceding reliability and maintainability
sections also apply to these calculations. System MTBCF and MTTR of
critical failures are used. If system Ai is less than threshold,
Ai is calculated for critical subsystems to determine which subsystem
is responsible for the low Ai. The components causing the low Ai are
then identified and, using the Ai, MTBCF, and MTTR figures as justifi-
cation, a service report (SR) may be submitted. Typical thresnold
values for availability are displayed in Figure 2-11.1 Inhtrent
availability indices are reported in all interim and final UT&E
reports. Figure 2-12 shows an example of how Ai data may be foratted
in final reporting.

Scheduling Availability

Scheduling availability determinations will be based solely on
data from those times when the simulator is undergoing integrated
mission testing. The DLE reports scheduling availacility usually on a
weekly basis. A preprinted mission schedule is required by the logis-
tics technicians. This schedule should show the types of missions and
the hours scheduled per type of mission. The instructor pilot (IP)
determines whether a training mission was successful, or what portion
of the mission was successful. Only those training missions which
occurred during full system operational tests are counted as scheduled
or successful missions. All scheduled training time lost is counted,
including losses due to maintenance, operations "cancels" or "no
shows," software, and facilities. As1 and A 2 value are calculated,
based on the data provided on mission scheduing, using the formulas
in Appendix C.

Scheduling availability may be calculated for each type of mission
flown in the simulator. Reasons for less than threshold As are ana-
lyzed. Causes of the low As are sought from examination of the relia-
bility and maintainability data. Causes of the low As are identified,
and a new As calculated whenever the cause of a given low As has been
corrected. Service reports are then submitted as required.

The [LE reports overall simulator and mission-type As values to
the OT&E test director. Scheduling availability data are included in
the final report. Figure 2-13 provides a sample format for reporting
these data.

Appendix C contains the coiiputational formulas for all availa-
bility determinations.



MOE THRESHOLD STANUARD GOAL

Ai 85% 95% 96%

Asl 85% 90% 96%

As2 85% 90% 96%

Figure 2-11. Availability evaluation criteria (typical).

TOTAL MATURE THRESH- STAN-

TEST SYSTEM OLD DARD GOkL

Ai 93.7% 98.0% 85% 95% 96%

Subsystems Ai:

Computing system 96.5% 98.9%

Visual system 98.7% 98.9%

Motion system 99.9% 99.9%

Miscellaneous 98.0% 99.1%

Figure 2-12. Example format for reporting inherent availability (Ai).
Hypothetical data show both total test and mature system
data (see phase of test considerations).

TOTAL MATURE THRESH- STAN-

TEST SYSTEM OLD DARD GOAL

Asl 81% 91% 85% 90% 9b%

As2 86% 90% 85% 9U, 95%

Figure 2-13. Ex;iple foriat for reporting scheduling availability
(A). Hypothetical data show both total test and
maure system values (see phise of test considerations
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Ai vs. As Implications. There is a particular importance to the
relationship between Ai and As: Ai should always be greater than As .
The difference between these two availabilities provides an index of
the availability decrement directly relatable to possible lngistics
and/or administrative problems. Thus, the magnitude of tri'Z dif-
ference can provide the user with an indication of the availability
gain to be derived from improved logistics support, improved main-
tenance management, or more effective operations scheduling.

Mission Capable Rates

MCR assessments are based on data gathered from all periods of

operational mission testing. During these periods, the DLE records
all clockhours that the simulator is "possessed"I plus clockhours that
the simulator is fully mission capable, partially mission capable, or
nonmission capable. The DLE uses a mission capable chart to collect
the necessary data. This chart provides a chronological accounting of
the status of the device, with regard to its capability to support its
intended mission. (See Appendix C for a sample mission capable chart
and guidelines for its completion.)

Full mission capable (FMC) is defined in AFR 65-1102 as the per-
centage of possessed time that a system is capable of performing all
of its assigned mission. A discrepancy which does not detract from or
degrade mission capability is not reflected as non-FMC time.

Non-FMC time is divided into two categories in accord with AFR

65-110, depending on its mission impact. The two major categories
are: not mission capable (NMC) and partial mission capable (PMC).
These two categories are further classified as follows:

* NMCM scheduled: This status occurs whenever the simulator is
undergoing inspections or preventive maintenance and the simu-
lator is not usable for mission accomplishment. Daily inspec-
tion, such as pre- and post-mission checks, will not be
counted as NMCM scheduled time. (These checks are F11C
functions.)

9 NMCM unscheduled: This status occurs whenever the simulator
requires unscheduled maintenance which must be accomplished
before any further operational training can be accomplished.

"Possessed time" is defined as the time from initiation of
mission testing until its completion. If the simulator stops oper-
ating for any reason other than for maintenance or supply, that time
will not be included.

2AFR 65-110, "Standard Aerospace Vehicle and Equipment Inventory,
Status, and Utilization Reporting."
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0 NMCS: This status occurs whenever the simulator is not
capable of performing any operational missions because of a
lack of parts. For the purposes of this objective, UW-VS time
under 0.5 hours will normally be reported as NMCM unscheduled
if the required part is obtained within that 0.5 hours (NMCS
status begins at the time the part is determined to be non-
available and that no further maintenance can be accomplished).
If the required part is obtained within 0.5 hours, the simula-
tor will be considered NMCS from the time the part was required
and maintenance ceased.

* PMCM. This status occurs when the simulator can be used for

operational training but it cannot perform all required
missions because of one or more systems or subsystems being
inoperative. Additionally, maintenance must be in progress or
deferred for reasons other than lack of parts or supplies.
Daily or local inspections will count as PMCM.

* PMCS. This status occurs when the simulator can be used for
operational training but it cannot perform all required
missions because of a lack of parts. The same criteria as
described in the NMCS paragraph apply here.

a Flyable. This is the sum of the PMCS, PMCM, and PIC times.

Using the data on clockhours per type of status, and the possessed

clockhours data, the DLE calculates the mission capable rates using
the computational formulas contained in Appendix C. The OLE then ana-
lyzes the cause of less than desired PMC/NMC rates and determines
what, if any, specific subsystems/components are driving these rates.
For rates which fall below threshold value, the OLE determines the
primary causes and then examines the basic reliability and main-
tainability data to obtain additional material for possible submittal
of a service report. Service reports may be submitted against speci-
fic components if it is possible to determine which components are
consistently causing the PMC/NMC rate.

The DLE ensures that the status chart is updated daily. Addi-
tionally, he provides the test director the overall system availabil-
ity figures for inclusion in the final OT&E test report using an
appropriate reporting table. The OLE also includes an evaluation of
work unit code versus PMC/NMC rates in the final report. An example
of MCR final report table is shown in Figure 2-14.



TOTAL MATURE THRESH- STAN-
TEST SYSTEM OLD DARD GOAL

NMCM scheduled 1.2% 1.2% 4.0% 1.5% 1.2%

NMCM unscheduled 7.2% 1.6% 9.6% 2.5% 2.0%

NMCM (total) 8.4% 2.8% 13.6% 4.0% 3.2%

NMCS 1.9% 0.0% 3.0% 1.0% 0.8%

PMCM 16.4% 23.2%
PMCS 46.3% 32.6%
FMC 26.9% 41.4%

Flyable total 89.6% 97.2% 83.0% 95.0% 96.0',
(PMCM+PMCS+FMC)

Figure 2-14. Example format for reporting mission capable rates
(MCR). Hypothetical data show both total test and
mature system values (see phase of test considerations).
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0. LOGISTICS SUPPORTABILITY

LOGISTICS SUPPORTABILITY EVALUATION ELEMENTS

Logistics supportability concerns those areas having to do with
supporting/maintaining the prime system equipment in its intended
operating environment. In ATD OT&E it is critical to evaluate the
adequacy of all logistics support elements in order to identify those
areas of concern relative to the support of the system throughout its
programmed life-cycle. The consequences of improper attention to
system logistics needs can be costly delays in operational maintenance
and even costlier delays and/or interruptions to the ongoing training
of aircrew personnel.

LOGISTICS SUPPORTABILITY EVALUATION METHODS

The procedures for addressing logistics supportability concerns
are not currently as well defined as are those for reliability, main-
tainability, and availability. Logistics supportability evaluations
during ATD OT&E are mostly qualitative in nature and are, therefore,
highly dependent on the expertise and experience of the responsible
DLE team personnel. As d consequence, the results of such evaluations
often cannot readily be subjected to rigorous threshold accept/reject
criteria.

The factors examined during 7ogistics supportability evaluations
include the following: Personnel; Support Equ-)-ment; Supply Support;
Training; Technical Data; Facility; Transportotion and Handling; and
Depot Supportability (as applicable). Evaluation of these factors is
discussed below.

Personnel

The purpose of examining personnel requirements factors during
ATD OT&E is to validate and update the accuracy of earlier manpower
planning estimates (both numbers and skill levels). Of interest are
the personnel roquired for the maintenance of the ATD and its asso-

ciated support equipment throughout its programmed life-cycle.
Evaluation of -ianpower requirements is conducted to determine whether
they are adequfte to meet the requirements specified for the ATD by
the MACOM operdtional concept. The DLE's assessments during OT&E are
compared with the contractor's maintenance manning proposal and the
proposed unit manning renuirements (!MR) to identify any needed modi-
fications.

There are two bas- , tt-- , to estimate manpower require-
ments. The primary method i l systems is described in AFM



26-3, "Air Force Manpower Standards." This manual is usually supple-
mented by additional guidance from using commands to cover command-
unique manpower standards. The second method is the logistics
composite model (LCOM). Although the LCOM is the preferred method for
performing manpower analyses and assessments for aircraft systems, AFM
26-3 procedures are customarily used for ATDs. AFM 26-3 provides cri-
teria and equations for calculating manpower requirements for vir-
tually every organizational element authorized in any Air Force unit
and also provides rules appropriate for ATD operations where special
manning requirements exist.

Manpower requirements evaluations include both direct and
indirect manning needs by position and shift. For ATDs, operations
and maintenance manpower is based on "position manning requirements,"
because one or more maintenance personnel must always be present in
the operations or maintenance areas regardless of the productive time
expended. This changes to a requirement thet tvo or more people be
present whenever simulator power is applied (one of these personnel
must be a Training Devices Technician [AFSC 3417X] qualified in system
operation). The minimum numbers of people required per position or
shift, and per month, are usually calculated by the DLE team manpower
specialist as described in Appendix D.

Evaluations of personnel requirements during OT&E serve two pur-
poses. They provide a basis for (a) validating cost estimates, and
(b) for finalizing the device operations and maintenance manpower
requirements.

ATD Support Equipment

ATO support equipment (SE) consists of all special tools, moni-
toring and checkout equipment, measureinent and calibration equipment,
maintenance stands, and handling equipment required to support sche-
duled and unscheduled maintenance actions associated with the prime
equipment. SE is considered "standard" if it is off-the-shelf and/or
already nationally stocklisted. It is considered "ATD peculiar" if it
is newly designed and unique to the ATD being evaluated. The proce-
dures, definitions, and criteria described earlier in ATD reliability
and maintainability determinations are also used for comparable SE
evaluations. The DLE usually uses the same data gathering instruments
(e.g., AFTO 349) for SE suitability assessments as were used during
reliability/maintainability evaluations. He may also employ a special
SE evaluation checklist for the compilation of qualitative SE infor-
mation. An example of such a checklist is provided in Appendix D.

Supply Support

Supply support (Spares and Repair Parts) consists of all repair-
able and nonrepairable spares (units, assemblies, modules, etc.),
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repair parts, consumables, special supplies, and related inventories
needed to support scheduled and unscheduled maintenance actions asso-
ciated with the prime equipment, test and support equipment, facili-
ties, and training equipment. Supply support considerations address
each maintenance level (echelon) and each geographical location where
spare/repair parts are distributed and stocked, the distances between
stockage points, and the methods of material distribution. The pur-
pose of evaluating supply support is to anticipate, insofar as possi-
ble, utilization problems which may be encountered due to supply
shortages. A number of data sources are available for the assessment
of ATD supply support. These data sources include supply consumption
data, condemnation events and duration of status, projected support
requirements (provisioning), proposed bench stock, LSA (logistics sup-
port analysis) reports, availability (NCS) rates, packaging and
handling information, and service reports (SRs).

The OLE logistics specialist and supply analyst review and eval-
uate stock usage during OT&E tr determine adequacy, completeness,
and/or deficiencies in the contractor's proposed spares provisioning.
LSA reports also are reviewed and compared to actual failure data.
The OLE determines whether the contractor's stockage level for the
device is acceptable.

If the test is being conducted under the standard Air Force main-
tenance data collection (MDC) system, e.g., AFTO 349, then available
data are used to compute actual spares consumption, not-repairable-
this-station rates (NRTS), depot overhaul turnaround times, mean-time-
between-demand rates (NTBD), condemnation rates, and cannibalization
rates. These rates allow the OLE logistics specialist to recommend
adjustments in spare parts levels to compensate for actual high and/or
very low usage rate items. Note that the MDC system requires that
detailed work unit codes are available at the beginning of test.

The adequacy of packaging and handling procedures and materials is
determined subjectively. Reports are submitted on an exception basis
whenever improper packaging and handling procedures or material are
discovered.

Training

In addition to personnel requirement determinations, the adequacy
of maintenance training plans and programs must be assessed. To
accomplish this evaluation, which by necessity is largely subjective
in nature, the OLE, with the assistance of ATC training specialists,
reviews the planned training to determine area of potential problems.
This review of training plans and proposed course oulines is accom-
plished by the OLE training specialist, and any observed training
inadequacies are reported to the OT&E test director. The results of
this training evaluation may modify suhsequent ATC course content, WT
procedures, training aids, and associated training methods.



Technical Data

Technical data are the TOs, drawings, microfilm, operating and
maintenance instructions, modification instructions, provisioning and
facilities informatior, specifications, inspection and calibration
procedures, and computer programs required to support installation,
checkout, operation, and maintenance of the prime equipment and asso-
ciated test and support equipment.

DLE techni al data specialists/simulator technicians conduct pre-
liminary evaluations of technical data during TO reviews, the main-
tainability demonstration, and during whatever other times the
appropriate technical data are available. All utilized technical
data, including contractor drawings, ar, evaluated for suitability,
adequacy, completeness, and correctness. The evaluations provide
identification of unsatisfactory maintenance procedures in technical
data; identification of inconsistencies with general hardware TOs;
assurance that all safety requirements are included in the handbooks
and that warning and caution notes have been incorporated; assurance
that the -6 handbook reflects repair restrictions and time-change
requirements; and analysis of bench-check-serviceable rates and could-
not-duplicate rates to identify those occurrences caused or encouroged
by poor technical data.

The availability of technical data (or lack thereof) during early
OT&E phases sometimes poses a problem. in some cases, evaluation of
technical data may have to be postponed until sufficient such data are
avail able.

An in-depth comprehensive analysis of technical data during ATD
O&- 'Ften is not possible since a complete set of verified and vali-
datec technical data will not normially be available for review. The
use of overly detailed procedures for evaluation of technical data is
therefore usually inappropriate during ATD IOT&E. Even the evaluation
checkl 'sts included in Appendix D may be too extensive for use with
early techrnical data and may necessitate an approach wherein only
gilaring d-scrincies can be noted.

I fici r, -is in preliminary technical publications are identified
usino AFT(O (c ; : . The [F tochnical data specialist will ensui.,
thait -opies of .,,1 TO Form 158 and sup)porting review coirients are made
v.iilihbe for this eviluation. turmally, a more comprthensive tech-
ni(,.jl data review is )nnssim le during FOT&F subsequent to verification
,!rl'i val idati on. In this case, P0 TP Form ?2 is used instead of norm

t, . record conne im ft- and dlfici ncios.

To did in anaysis and evaluation of pertinent technical data,
(I cl'ck i stcs can h, frniployod that aW,1ress manual content and style.

,f techni1cal dati eval ation checkl i sts are contained in

....I I .... . . .



Facilities

Facil ities consist of the physical plant, real esta'., portable
buildings, housing, intermediate shops, depots, etc., rc-2i-ed to sup-
port the operational and maintenance functions assc~ate with the
ATD, its test and support equipment, training eqci-.''n, required
throughout the ATD's life-cycle, storage for s are r.qa r parts and
data, administrative space for operator maintenv"ce ,let-sonnel, and
training operations areas.

The adequacy of ATD support facilities is vri ii-(a of OT&
assessment that depends largely on subjective . 's. The exper-
tise and experience of the respnsible DLE per- ,; n# to-lrfore greatly
affect the outcomes of the evaluation. All "1:0r, :nl activities
should be monitored to identify any facil ities ,uire' .s that are
not adequately met. DLE personnel should revie applicdale publici-
tions and maintenance and SE requirements, and t any required new
facilities, additions, or modifications dee:,ied ,iccessary to support
the ATD. Support can also be solicited from .ther resp-,sible agen-
cies, including the maintenance contractor, mSPO *' 2d and ATC,
in acconmplishing this evaluation.

The DLE facilities specialist custotrarily -viluates the facil i-
ties using a facilities evaluation checklist. :eblen areas are
reported on an exception basis; i.e., if a orle" or potential
prohl eM is identifipd, it is reported usi n the- . reporting
syst-:m. Quantitative data are kept on those i i ty-rvl 3ted systems
which are integral to the simulator, rega, es of !)other these
systems are managed as equipment or real proporty.

Tne facilities evaluation usually onyo i-; <isP a tho,,ugh subjec-
tive evaluation of the maintenance v.rk irois, cl s.om training
areas, briefing/debriefing areas, storage at tas, ,u,,rvision areas,
computer areas, hydraulic pump room (motio,-u- AT . )sl, simulator
hay, computor bay, instructor-operator c t ion, etc., using a
checklist that allows, as a minimum, evaluati, .' the adequacy of the
fol lowing:

(1) Space

(2) Electrical power systems

(3) Lighting

(4) Cooling systems

(5) Simulator cl earances

(6) Convenience factors



(7) Emergency exits

(8) Quality of materials used

(9) Human factors (related to facilities)

(10) Storage requirements

{II) Built-in support equipment

(12) Fire extinguishing/suppression systems

(13) External ingress/egress

(14) %ecurity (physical and classification)

The DLE analyzes and evaluates the facilities evaluation check-
lists completed by the various evaluators for their area of interest.
The DLE may initiate service reports at any time a facilities problem
is detected. The LE summarizes facilities problems in interim and
final rep(r-ts to the test director. A typical facilities evaluation
checklist is provided in Appendix D.

Transportation and Handling

Transportation and handling addresses those special provisions
such as reusable containers and supplies necessary to support
packaging, -reservation, storage, handling, and/or transportation of
prime equip!;ent, test and support equipment, snare/repair parts, tech-
nical data, and facilities.

Logistics evaluation personnel observe contractor transportation
and handling of the ATD equipment and supplies. Additionally, the
transportation design characteristics of all major components are
reviewpd. As probI ems or potential problems are detected, they are
reported by the SR process to the DLE. The transportation and
handl inn checkl ist is co'TIl eted for the transport of the simul ator,'
svst;"-', and checklists will be completed on a sampl ing of varios
s np ies. All findings are included in the final OT.kE report. An
e 3:-rl e of a transportation and handling checklist is s( w i
,Fpendi X D.

', 1 ,tandard tr,,nsportation and handl ing eval uations during *'TD
o, E rimy nut be ;,s ib e to accomplish if military standard transpur-
titicn ,nd haindling reqjirements are waived, for example, allowing the

ntrd,,tror to use "be'st commercial practice" procedures. Such a
.,jiver is a coriwon occurrence.



nepot Supportability (as applicable)

Depot supportability is concerned with the projected workload,

the skills and manpower required for repair, facility requirements,
tools c:ld test equipment, software, data, training, and spare parts
remt,i.'ed to develop an organic depot overhaul capability.

A number of data sources may be utilized in evaluation of depot
,unportability. These include the depot facility site survey, tech-
nical data and drawings, repairable item lists, automated test equip-
nent, software documentation, training plan/course identification,
service reports, loqistics support analysis (LSA reports), firmware
documentation DIDs (Data Item Descriptions), and tools and test equip-
ment (both peculiar and common).

An experienced simulator logistics specialist is required for the
evaluation of depot supportability, because relevant data must be con-
sidered subjectively. Findings in this area are compiled into a depot

maintenance capability development plan by the DLE and provided to the
test director for incorporation into the final report.

LOGISTICS SUPPORTABILITY: TEST DIRECTOR CONCERNS

Phase of Test Considerations

Logistics supportability assessments provide insight into other

suitability factors and impact a number of critical decision areas.
The most apparent of these has to do with the planning and budgeting
for downstream life-cycle costs. Another key area concerns the
logistics support complement of future devices of the same or similar

type and application. For example, support equipment may have been
specified for the device under test that is not really needed, and

conversely, necessary SE may have been omitted. This finding could be

used to define future system support packages.

Personnel Requirements

Logisitics supnortability assessments ordinarily will be carried

out by delegating such responsibilities to available simulator tech-
nicians. However, contact by the test director with expert personnel
in the following identified areas of interest is strongly recoiniended
during edrly test planning and for review both of planned test proce-
dures and the logistiks supportability portion of the final report.
In this way, these personnel need only be arcessed for c(,qparatively
brief periods during conduct of the test. Ac(essing , two spe-
cialists is of particular importance.



SOURCE AFSU

Simulator Technician AFLC 3417X*

Supply Systems Specialist AFLC 6 4552 

Manpower Management Officer MAJCOM 74 24

Supply Operations Officer MAJCOM b42.'4

Training Technician MAJCOM/ATC 75172

Transportation Officer AFLC fO5-4

Civil Engineering Officer OOALC/,tAJCOM .51 

PacKaging Specialist AFLX 002 '

-k"X" Spec ialtv area as appropriate to device und.L'r eVJlUa tIon

5)!4



E. OPERATING AND SUPPORT COSTS

O&S COST EVALUATION ELEMENTS

Six major elements of ATD O&S costs should be considered during
OT&E. These are: (1) simulator maintenance manpower, (2) replenish-
ment spares, (3) simulator maintenance materiel, (4) support equip-
ment, (5) facility maintenance costs, and (6) electrical power costs.

Simulator Maintenance Manpower

This cost element refers to the cost of manpower required to
maintain the simulator in its intended operational environment. This
element is basically the cost of providing those personnel needed to
meet the base-level maintenance requirements of the simulator. This
element includes all manpower costs incurred to meet the direct main-
tenance demands of the simulator, to provide for maintenance super-
vision, and to cover administrative requirements such as leave,
sickness, TDY, etc. Included are personnel at both the organization
and intermediate levels. Not included, however, are depot level main-
tenance personnel who may be required periodically at centralized
depot repair facilities. If contractor field service support (CFS)
and/or field service representatives (FSR) are required, such costs are
also incorporated.

Replenishment Spares

This element covers the cost of procuring system assenblies,
spares, and repairable parts which are normally repaired and returned
to stock. In addition, it includes procurement of stock levels that
are not provided by initial spares procurement. These are centrally
managed investment type items.

Simulator Maintenance Materiel

This element is the cost of purchasing materiel from the general
and system support division of the stock fund. This includes all
nonrepairable expense-type items including bench stock, direct
materiel, and base operating consumables used in the organizational
and intermediate maintenance activities at base level.

Support Fquipment

This element covers the cost of procuring common maintenance and
repair shop equipment, instruments, test cquipment, and spares for
this equipment. These equipment demands are rencrated by a need to
(1) replace peculiar support equipment bought using system procureroent
funds, (2) obtain common, off-the-shelf suvport e(Iip, 'nt thit is



needed to support operations as production systems in the operating
inventory, and (3) provide replenishment of common equipment that is
no longer repairable.

Simulator Facility

This cost elemen~t includes all direct labor, materiel overhead,
and other direct charges incurred in maintenance of the simulator
facility (it includes maintenance of real property where applicable).

Electrical Power

This cost element reflects the annual cost of bat, ~, generator,
and commercially supplied power for the operation of the simulator.

O&S COSTS: TEST DIRECTOR CONCERNS

Phase of Test Considerations

A cost analyst should be involved in early planning meetings to
identify the specific cost-related data it will be necessary to track
during test. At this point, the analyst may be needed only for a few
weeks. As the test proceeds, the relevant data are made available to
the cost analyst who will effect the necessary cost calculations and
provide the appropriate reports to the DLE.

A number of facturs will affect O&S cost estimates. Support-
ability factors are of particular impact, for example. If the sup-
porting technical data are inadequate, the skill levels of technical
personnel will have to be increased to compensate for that inadequacy.
On the other hand, if the technical data are of high quality, lower
skil l11evel personnel can be uti 1i zei, thus decreasi ng the support
costs for ATD personnel.

Initial O&S cost estimates from early OT&E phases can be used to
develop inputs to the using command's O&M budget. Also, such O&S cost
data can be used to support a source selection decision. For example,
should the cost of electrical power to run device A be substantially
greater than that required to run device 8, then, with other factors
being equal, a decision to buy device B could be justified.

Personnel Requirements

As noted above, a cost analyst is needed to specify needed infor-
mation early on, and to perform the necessary analyses after those
data are collected.

SPECIALTY SOURCE AFSC NUMBER

Cost Analyst MAJCOM 6146 1



CHAPTER 3

SOFTWARE SUITABILITY

INTRODUCTION

Modern ATDs have a substantial software component. Software
controlled elements of ATDs normally provide the "flying" characteris-
tics of the device via programmed aerodynamic models, as well as the
operating characteristics of navigational , weapons, ECM, and comnuni-
cations systems, among others. In addition, ATD training support
features (freeze, record/replay, etc.) are controlled largely by soft-
ware.

The extensive role of software in ATD system operation creates a
substantial need for its critical evaluation during OT&E. The proce-
dures for that evaluation are quite different from those appropriate
for hardware suitability assessments, however, because there are
distinct differences between hardware and software failure effects
which must be recognized. Software evaluation procedures must reflect
those differences.

Important to understanding the concepts of hardware/software
testing during ATD OT&E is a knowledge of the difference between nard-
ware and software failure effects. Ha-dware failures are almost
always the result of component damage or iLterioration due to age,
humidity, temperature, vibration, etc. hardware failures will recur.
Software "failures" arise only from prooram desgn and/or implemen-
tation errors. Software does not fail or degrade river time. The
occurrence of a system failure due to a software failure may be simi-
lar, in net effect, to a hardware failure. However, once the software
has been corrected, it will never "fail" in the same way again. As a
consequence, the concepts, measures, and techniques appropriate for
hardware suitability evaluation cannot be used directly to test soft-
ware.

RESPONSIILITIES OF SOFTWAR[ EVALUATION PERSO1NEL

Deputy for Software Evaluation

The focal point for all software evaluation matters is the Deputy
for Software Evaluation (DSE). Specifically, the DSE:

(a) MIanages the software evaluators. This includes planning,
scheduling, and coordinating eval uation activities and
assigning evaluators to perfonn required tasks.
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(b) Establishes any unique procedures required for effective
control of software related activities.

(c) Coordinates software activities with other test activities
and refers potential schedule or resource conflicts to the
OT&E test director for resolution.

Cd) Prepares and submits status reports, as required, to the test
director.

(e) Participates in the software configuration control process.
Maintains cognizance of all software changes proposed and in
various stages of implementation. Chairs a softare problem
review hoard during OT&E.

Software Evaluators and Analysts

Under the guidance of the DSE, the evaluators are responsible for
making a unified assessment of the software. The specific respon-
sibilities of these software evaluation personnel supporting the OT&U
are:

(a) Assist the DSE in selecting software documentdtion and
source listing to be evaluated.

(b) Assist the DSE in preparation of the software aess-mint
portions of the final report.

(c) Assist the DSE in administering the Software Operator-
Machine Interface Questionnaires.

(d) Collect, monitor, and review data for computer support
resources and all software objectives.

(e) Identify software discrepancies and monitor COrrective
actions.

(f) Compl te software documentation and software source listing
quetionnaires, and operator- interface questionnaires.

(g) Prepare Computer Program 0lbservation Reports (A TIC Form
207) to document anomalies or problems noted during software
suitability evaluation.

• *TEC ATD SOFTWARE [VALUATION APPROACH

As noted in the first chapter of this volume, coftw ,'e ,vi0luiti in
guidelines have been provided in the five-vol A ' I



"Software DT&E Guidelines." AFTEC software OT&E concerns and asso-
ciated evaluation techniques continue to evolve, however, and no set
of methods has been developed to date which applies to ?ll systems and
all OT&Es. Therefore, the intent of the AFTEC handbook is not direc-
tive, hut rather is that of providing a source of information and
guidelines regarding software OT&E.

The AFTEC approach to software evaluation documented in that
handbook distinguishes between "software suitability," which is con-
cerned with maintainability and usability of software, and "software
effectiveness," which is concerned with the performance of the soft-
ware from the standpoint of system operational effectiveness. The
current AFTEC approach to software effectiveness per se considers it
to be part of the total ATD operational effectiveness evaluation. As
a result, separately defined evaluation procedures for sofware effec-
tiveness have not been developed. However, for ATD software suitabil-
ity, AFTEC has developed an approach based largely on the use of
subjective questionnaires.

This chapter, therefore, is primarily directed to the topic of
ATD software suitability evaluation, as prescribed by AFTEC's current
software evaluation handbook. Definitions for the major elements of
software suitability are provided, as are generic personnel require-
ments and special concerns of the test director relative to software
evaluation during ATO OT&E.

Elements of Software Suitability

Operational suitability evaluation for software will typically
address the overall concerns of software maintainability and software
usability. Under these two categories, a number of subelements are
considered as shown in Figure 3-1.

Each of these two major elements is defined more fully in the
following ubsections: A. Software Maintainability; and B. Software
Usability.

1 nasmuch as software evaluation techniques remain an evolving
process, the test director should be certain to access the most recent
editions of that handbook available to him.

2The intent here is to acquaint the new test director with the
basic philosophy of software suitability evalijations as currently
dovoloped at AFTEC. Therefore, much of the material in these sections
has been excerpted directly from the AFTEC haindhooks noted above.



MAINTAINABILITY USABILITY

DOCUMENTATION OPERATOR-MACHINE INTERFACE

Modularity Descriptiveness

Descriptiveness Consistency

Consistency Simplicity

Simplicity Assurability

Expandability Controllability

Instrumentation Workload Reasonability

SOURCE LISTINGS FUNCTIONAL PERFORMANCE

Modularity Failures

Descriptiveness

Consi stency

Simplicity

Expandabil ity

Instrumentation

Figure 3-1. Subelements of software maintainability and
usability.



A. SOFTWARE MAINTAINARILITY

So-.wcre consists of a set of computer instructions and data
structured into programs, and the associated documentation on the
design, implementation, test, support, and operation of those
programs. Each software program is separately evaluated and consists
of a set of components called modules. A module may, in general , be
at any conceptual level of the program. In FORTRAN, modules are
generally defined to be subroutines; in COBOL, a module is usually a
total program. The DSE must decide on the definition of a module for
the specific language and system to be evaluated.

SOFTWARE MAINTAINABILITY EVALUATION ELEMENTS

In the course of using an ATD, as well as during its OT&E, it may
become necessary to maintain or change its software. Such software
changes are made to: (a) correct errors, (b) add system capabilities,
(c) delete features from programs, or (d) modify software to be com-
patible with hardware changes. The maintainability of the software is
a function of those characteristics of the software and its computer
support resources which affect the ability of software programner/
analysts to make such changes.

The AFTEC methodology for evaluating software maintainability is
based on the use of closed form questionnaires with optional v-itten
comments. These questionnaires are designed to determine the presence
or absence of certain desirable attributes in a given software pro-
duct. The elements of software maintainability and their relation-
ships, as shown in Figure 3-1, are described in following paragraphs.
The hierarchical evaluation structure shown in the figure enables the
identificdtion of potential maintainability problems at various
levels: category (documentation, source listings), characteristic
(modularity, consistency, etc.). For each software program there are
two related categories that are evaluated for characteristics which
affect software maintainability. Those are (I) software docuiien-
tatinn, and (2) software source listings. A third category, coriputer
support resources, is also appropriate for such evaluation. This
category includes all the relevant resources such as iii.,Ili.jrv soft-
warn, computer equipment, facilities, etc., which will he used tn sup-
port the maintenance of the software being evaluated. However,
procedures for the evaluation of computer support resources are
currently under devclopment by AFTEC an," therefore cannot be further
addresced in this present Handbook.

Software Documentation

Software program documentation is the set of rtquiremonts, design
'pecific,:tions, guidelines, operational procedures, test informition,



problem reports, etc. which in total form comprise the writter des-
cription of a computer program. The primary documentation used in
this evaluation consists of the documents containing program design
specifications, program testing information and procedures, an
program maintenance information. These documents may have a variety
of configurations depending upon the particular application. The
documents are evaluated both for content and for general physical
structure (format). The content evaluation is primar|ly concerned
with how well the overall program has been designed (as documented)
for maintainability. The format evaluation is primarily aimed at how
the physical structure of the documentation (table of contents, index,
numbering schemes, modular separation of parts, etc.) aids in under-
standing or locating program information.

Software Source Listings

Software source listings are the computer generated (or equiva-
lent) form of the program code in its source language (e.g., FORTRAN,
CnBOL, JOVIAL, AdA, assembly language, etc.). The source listing
represents the program as implemented, in contrast to the documen-
tation which for the most part represents the program design or imple-
mentation plan. In essence, source listings are also considered a
form of program documentation, but for maintainability evaluation, a
distinction is made.

The source listing evaluation consists of a separate evaluation
of each selected module's source listing and the consistency between
the module's source listing and the related module docuentation. The
separate module evaluations are summarized to yield an overall eval-
uation of the software source listing for the given program.

Software Maintainability Subelements

The maintainability of software docuMentation and source listings
is determined by examining six subelements: modularity, descrip-
tiveness, consistency, simplicity, expandability, and instruinentation.
Discussions of these suhelenents and their application in the eval-
uation of the software documentation and source listings are provided
below.

Modularity. Software possesses the characteristic of modularity
to the extent that d logical partitioning of software into parts, com-
ponents, ari/or modules has occurred. Software that is the (easiest to
understand and change is co.,posed of independent modules. Fach soft-
ware product is therefore evaluat.d in relation to the extent to which
its logical parts, components, and modules are independent. The fewer
and simpler the connections between parts, the easier it is to under-
stand each module without reference to other parts. inimizing con-
nections between parts also minimizes the paths along which changes
and errors can propa(ate into other parts of the systf.m, thus redu(ing
the occurrence of side effects within the system.



As a general guideline, modularity implies that a given module
consists of only a few easily recognizable functions which are closely
related and that a minimal number of links exist to other nodules--
preferably only via parameters passed in a calling parameter list. In
addition, the physical format of the documentation should exhibit com-
ponent independence for its sections, volumes, etc. There should be
separate sections for the description of the major parts which a given
document's purpose encompasses.

Descriptiveness. Software possesses the characteristic of des-
criptiveness to the extent that it contains information regarding its
objectives, assumptions, inputs, processing, outputs, components,
revision status, etc. This attribute is very important in under-
standing software. Documentation should have a descriptive format and
contain useful explanations of the software program design. The
objectives, assumptions, inputs, etc., are useful (in varying degrees
of detail) in both documentation and source listings. In addition,
the descriptiveness of the source language syntax and the judicious
use of source commentary greatly aids efforts to understand the
program operation.

Consistency. Software possesses the characteristic of con-
sistency to the extent the software products correlate and contain
uniform notation, terminology and symbology. The use of standards in
documentation, flow chart construction and certain conventions in 1/0
processing, error processing, module interfacing, naming of modules/
variables, etc. are typical reflections of consistency. Attention to
consistency characteristics can greatly aid one in understanding the
prooram. Consistency allows one to generalize easily. For example,
programs using consistent conventions require that the format of
modules be similar. Thus, by learning the forlat of one module
(preface block, declaration format, error checks, etc.), the format of
all modules is learned. This allows one to concentrate on
understanding the true complexities of an algorithm, data structure,
etc.

Simplicity. Software possesses the characteristic of simplicity
to the extent that it lacks complexity in organization, lanQuage, and
implementation techniques, and to the extent that it reflects the use
of singolarity concepts and fundamental structures. The aspects of
software complexity (or lack of simplicity) that are cm.phasized in the
evaluation relate primarily to the concepts of size and primitives.
The less there is to discriminate and the more use there is of basic
or primitive techniques, structures, Ptc., the simpler the software
will tend to be. The use of a high order language as opposed to an
assembly language tends to make a program simpler to urder~tlnd,
because there are fewer discriminations which have to be made. There
arP certain programming considerations such as dynamic allocation of
resources and recursive/reentrant coding which can greatly complicate
the data and control flow. Real-time programs, because of the
requirement for timing constraints and efficiency, tend to have wore
control complexity.

J



The sheer bulk of a module (number of operators, operands, nested
control structures, nested data structures, executable statements,
statement labels, decision parameters, etc.) will determine to a
great extent how simple or complex the source code is. While it is
recognized that the particular application itself may preclude the
possibility of a reasonably simple design or implementation, because
of requirements such as a particularly complex real-time scheduling
algorithm or high level mathematical or other theoretical considera-
tions, this complexity nonetheless makes maintenance more difficult.

Expandability. Software possesses the characteristic of expand-
ability to the extent that a physical change to information, com-
putational functions, data storage, or execution time can be easily
accomplished once the nature of what is to be changed is understood.

Software may be perfectly understandable, but not easily expand-
able. If the design of the program has not allowed for a flexible
timing scheme or a reasonable storage margin, then even minor changes
may be extremely difficult to implement. Parameterization of con-
stants and basic data structure sizes usually improves expandability.
It is also very important that the documentation include explanations
of how to effect increases/decreases in data structure sizes or
changes to the timing scheme, and the limitations of such program
expandability should be clear. The numbering schemes for source
listings, documentation narrative, and graphic materials must be care-
fully considered so that physical modifications to the code and docu-
mentation can be easily accomplished when necessary.

Instrumentation. Software possesses the characteristic of
instrumentation to the extent that it contains aids which enhance
testing. For the most part, the documentation is evaluated on how
well the program has been designed to include test aids (instruments),
while the source listings are evaluated on how well the code seems to
be implemented to allow for testing through the use of such test aids.
This part of the evaluation reflects the concern (from a maintain-
ability viewpoint) that the software be designed and implemerted so
that instrumentation is either imnbedded within the program, cLin be
easily inserted into the program, is available through a support soft-
ware system, or is available through a combination of these capabili-
ties.

SOFTWJARE MAINTAINABILITY EVALUATION METHODS

The basic software maintainability evaluation procedure involves
four distinct phases: planning, calibration, assessmnent, and analysis.

During the planning phase, the test manager and the Deputy for
Thoftware Fvaluation (OSE) establish an evaluator team consisting of at
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least five evaluators knowledgeable in software maintenance. The
program/module hierarchy is established, and a set of representative
modules is selected for each program to be evaluated. The schedule
for the evaluation is also established at this time. The OSE briefs
the evaluator team on the procedures and assigns the necessary iden-
tification information for this specific evaluation.

The function of the calibration phase is to assure a reliable
evaluation by assuring that each evaluator has a clear understanding
of the questions on each questionnaire and their specific response
guidelines. Each evaluator completes a documentation and a module
source listing questionnaire in a trial or calibration evaluation.
The completed questionnaires are reviewed to detect areas of misun-
derstanding and the evaluation teams are debriefed on the problem
areas.

In the assessment phase, the evaluation teams update their
cal ibration test questionnaires based on the resul ts of the cal i-
bration debriefing. The teams then complete the remainder of their
assigned documentation and module source listing questionneires.

In the analysis phase, the DSE accomplishes the conversion and
initial data processing of the questionnaire data. The statistical
summaries are then returned to the test director for detailed eval-
uation and preparation of the final report.

Data Collection Procedures (Questionnaires)

The questionnaires used for assessing the software documentation
and source listings require rating responses following the rating
scale shown below:

A. Completely Agree (absolutely no doubt)

B. Strongly Agree

C. Generally Agree

D. Generally Disagree

E. Strongly Disagree

F. Completely Disagree (absolutely no doubt)

In addition to a rating response, the individual evaluators may elect
to submit a written comment.

Software documentation questionnaire. This questionnaire is used
to evaluate the overall format and the content of the documentation
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(not including source listings) for tle computer program being eval-
uated. Although the information recuired to answer the Software
Documentation Questionnaire may be spread out among several distinct
documents, the primary information sources which are always considered
a part of the evaluation are the program functional/detailed design
specifications and the program maintenance/operational procedures.
Contractor programming conventions should also be made available. The
documentation which is to be evaluated should be specified to the
evaluator by the DSE prior to the calibration test. Appendix F con-
tains the list of statements in this questionnaire.

Module source listing questionnaire. This questionnaire is used
to evaluate the overall format and content of the source listing for
the program module being evaluated, and to evaluate the consistency
between the module's documentation and source listing. The program
modules which are to be evalated are specified to the evaluator prior
to the calibration test. Appendix F contains the list of statements
in this questionnaire.

Formatting of results. Once all data are gathered, they are
weighted as specified in the AFTEC handbook, and average values are
calculated. At this point the data should be formatted for easy
interpretation of results. A particularly effective means for this is
with bar graphs. Figure 3-2 shows an example of source listing
results (as excerpted from the SAC air refueling part-task trainer
IOT&E).1

SOFTWARE EVALUATION: TEST DIRECTOR CONCERNS

Phase of Test Considerations

One of the most important phases of test considerations relative
to software is configuration management. This is because a large por-
tion of software evaluation requires an accurate correlation between
descriptive information (documentation/source listings) and the
program, as it exists functionally, in order to facilitate post-
delivery life-cycle support by software support personnel. Detailed
renuirements for software configuration management are contained in
MIL-STD-1644(TD), "Military Standard for Trainer System Software
Development."

ILambert, A. G., Jr., Amisano, R. P., Burch, N. T., & Zimick, D.
C. Initial operational test and evaluation B-52 air refueling part
task trainer (SAC Project 77-SAC-333). Castle AFB, CA: 4200 TES,
J'uly 19U0,



SOURCE LISTING

MODULARITY Data/Control - 3.93
(Avg. 4.34) Processing - 4.50

Preface Block - 2.98
DESCRIPTIVENESS Imbedded Comments - 3.70I~--

(Avg. 3.52) Implementation - 4.41

CONSISTENCY External - 3.96 I
(Avg. 4.19) Internal - 4.49

General Coding - 3.36
SIMPLICITY Singular Coding - 4.48

(Avg. 3.38) Size - 1.93 II

EXPANDABILITY General - 4.36
(Avg. 4.03) Processing - 3.77

INSTRUMENTATION Processing - 3.84
(Avg. 3.79) Control -3.74

0 1 2 3 4 5

Figure 3-2. Example format for source listing results.



A related concern has to do with the high probability that the
software as first implemented will need to be changed and updated to
reflect changes in aircraft parameters, tactics, doctrine, and any
other areas which impact task performance in the device. Often these
changes require expeditious implementation, thereby requiring that the
simulator system software be designed to facilitate efficient change
over its life cycle. It is important to note that future soft-are
modifications will have to be implemented by personnel not associated
with the original development effort.

There are two planning documents of particular importan,.e Jth
regard to software test and evaluation. These documents, which snould
be available to the test director, are the CRISP (Computer Resources
Integrated Support Plan) and the O/S CMP (Operational/Support C-onfig-
uration Management Procedures). These documents are intended to
define what will be needed downstream to support the computer system
and to maintain accurate configuration management for the system.
AFLC regulation 800-21, "Management and Support Procedure for Computer
Resources Used in Defense Systems," also contains useful information
which may help to define terms and guide the software evaluator to
additional sources of information.

Personnel Requirements

As is the case with many other areas of evaluation, personnel
requirements will vary depending on system complexity. This applies
even more so to the software area. One way to determine personnel
requirements is to select a good DSE (Deputy for Software Evaluation)
and give that individual the responsibility to define what is needed.
Certain of the characteristics and considerations of a good DSE have
been identified in the AFTEC handbook. These are excerpted below:

(a) The deputy for software evaluation (DSE) should be brought
on board early to assist in detailed software OT&E planning
and to become familiar with the system.

(b) It is imperative that the software test manager and the DSE
have a good working relationship with each other, the
contractor, and the program manager.

(c) It is imperative that the DSE is a self-motivator. .f not,
test team motivation becomes a problem.

(d) The DSE must be dedicated to the test for the entire test
period including final report writing.

(e) The DSE should be an AFTEC/MAJCOM resource of equal rank to
the deputy for logistics and the deputy for operations.



B. SOFTWARE USABILITY

SOFTWARE USABILITY EVALUAIIO0 ELEtMENTS

Software usability is defined as the extent to which software
designated to perform a support function is effective in performing
that function and is "usable" by the Air Force operator. This eval-

uation normally concentrates on an analysis of the adequacy and effec-
tiveness of nonmission software (e.g., off-line diagnostics, ATE
software) in terms of operator-machine interface and functional per-
formance. These two areas are discussed further below.

Software Operator-Machine Interface

This evaluation element considers the adequacy of that part of
software design/implementation which affects interaction between a
computer-driven system and its operator. It is divided into six sub-
elements of evaluation concern which address various areas. Each of
these subelements is defined and discussed in the subsequent eval-
uation methods section.

Software Functional Performance

As a usability concern, software functional performance refers to
its capability to carry out its intended purposes. At present, this
area is not well defined in AFTEC's software evaluation handbook.
However, the test director should consult AFTEC software specialists
to determine the current status of developments relative to functional
performance evaluation.

SOFTWARE USABILITY EVALUATION METHODS

The methodology for evaluating the software portions of the
operator-machine interface , based on the use of a closed form
questionnaire with optional written comments. This questionnaire is
designed to determine the extent of the presence of certain desirable
attributes in a given system. Appendix G contains a listing of these
questionnaire statements.

The desirable attributes addressed by the questionnaire are
divided into six subelements: assurability, controllability, workload
reasonability, descriptiveness, consistency, and simplicity. A
complete understanding of the definitions of these subelements is of
prime importance to an accurate evaluation; thus, the evaluator should
study these definitions carefully.
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Assurabil ity

A computerized system contains the quality of assurability to
the extent that it aids the operator in validating data, avoiding
errors, and correcting errors once made. A system which has been
designed to aid the operator in error avoidance may or may not have
good assurability. A system should also be designed so that errors
are easy to correct and, above all, so that errors do not have
catastrophic effects.

Control l abi I i ty

A computerized system contains the quality of controllability to
the extent that it allows the operator to direct the operations of the
machine. The operator must be able to direct or control the operation
of the machine in order to utilize it effectively and efficiently.

Workload Reasonability

A computerized system contains the quality of workload reasona-
bility to the extent that the tasks required of the operator are
within the operator's capability and require the operator to perform a
useful, meaningful role. Optimum design of a system which involves an
operator and a computerized machine takes advantage of the best capa-
bilities of both: the machine to perform repetitive tasks rapidly,
and the operator to make command decisions involving unusual
situations.

Descriptiveness

A computerized system contains the quality of descriptiveness to
the extent that the operator has available adequate explanations of
every function the operator is required to perform and every function
the machine performs. The operator need not be informed in detail of
every task the machine performs, but there are certain things the
operator must know to fulfill the mission. The questionnaire relies
upon the knowledge of the operator to define what it is the operator
needs to know.

Consistency

A computerized system contains the quality of consistency to the
extent that the behavior of the machine and documentation correspond
to the expectations of the operator. There should be a near one-to-
one correspondence between what the machine does, what the documen-
tation says it will do, and what the operator has been trained to
expect the machine to do. Furthermore, the documentation normally
available to the operator should agree with that which the operator
has heen trained to expect.
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Simp Iic Ity

A computerized system contains the quality of simplicity to the
extent that the information presented to the operator or entered by
the operator is grouped into short, readily understandable structures.
Complicated data structures, data entry formats, or operator manuals
all require the operator to spend more time in developing an under-
standing of the system, and may have a tendency to confuse the opera-
tor as well.

The above identified subelements have been grouped logically by
AFTEC into factors of "operability" and "communicativeness." A com-
puterized system contains the quality of operability to the extent
that the operator is in control of the operator-machine interface.
Operability is the sum of assurability, controllability, and workload
reasonability. A computerized system contains the quality of com-
municativeness to the extent that the transfer of information between
the operator and the machine is concise and complete. Communica-
tiveness is the sum of descriptiveness, consistency, and simplicity.
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BITE RATE CODES

The following is a listing and definition of BITE Rate Codes used
when collecting BITE Reliability Data.

Code Definition

B1 BITE indicated a problem.

B200 BITE should have, but did not, indicate a problem.

(If code B1 is used, a third code character is required, as follows.)

B13 BITE isolated the problem to the required level.

B14 BITE did not isolate the problem to the required level.

(If codes 813 or B14 are used, a fourth code character is required.)

(For code B13:)

B135 BITE-indicated problem is confirmed.

B136 BITE-indicated problem is not confirmed, i.e., the 'faulty"
component was not, in fact, faulty (CND), but another
component was faulty.

8137 BITE-indicated problem is not confirmed (CND), and there

was no malfunction at all.

(For code B14:)

8148 BITE did not isolate the problem to the required level,
but there was, in fact, a confirmed problem.

8149 BITE indicated a problem, but there was no problem.

Note: The third or fourth code characters may not be available
until after the corrective action taken information is
available from the contractor.



MTBM FORMULA

The six versions of the MTBM described in Chapter 2(A) are all
calculated using the same basic formula:

MTBMA Operating time

Quantity of on-equipment maintenance occurrences

where:

Operating time = system elapsed time indicated (ETI), and quan-
tity of occurrences = the total number of maintenance
occurrences during the measured interval.

MTBCF FORMULA

The mean time between critical failures (MTBCF) is an index of
the operational mission reliability of the ATD. MTBCF is the total
operating time during the evaluation divided by the total number of
critical failures during that time and is calculated as follows:

MTBCF : Operating time
Quantity of critical failures

where:

Operating time = system elapsed time indicated (ETI), and quan-
tity of critical failures = the total number of occurrences
which disrupt the completion of mission objectives.

Failures in redundant components are included in MTBM calcu-
lations, but are not critical failures so they would not enter into
MTBCF calculations. Failures of equipment due to improper maintenance
are considered occurrences, but are not critical failures. Secondary
failures also are not considered critical, but are considered occur-
rences and will be included in MTBM calculations. Secondary failures
are failures that occur as a result of a failure in some other element
or component. For example, a failure in the voltage regulation cir-
cuit of the power supply may damage or otherwise cause failures in the
components it supplies. Failures due to improper installation are
considered occurrences, but are not critical failures.
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BITE Rate Formulas

The number of occurrences resulting in the different codes are
used as inputs to the following BITE rate formulas.

(B135) x 100BAIP = _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _

(B135+Bl36+B148+B200+B137+BI49)

BAOP = (B135+BI36+B148) x 100

(Bl35+BI36+B148+B200+B137+BI49)

BFDP = - (B200) x 100

(B135+BI36+BI48+B200)

BFA = (8137+BI49) x 100

(BI35+BI36+BI37+BI48+BI49)
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MAINTAINABILITY COMPUTATIONAL FORMULAS

Mean Time to Repair (MTTR)

Total corrective maintenance

MTTR clockhours during test period
Total number of corrective maintenance

actions during the test period

where the following time guidelines normally apply:

1. Time spent reading TOs, etc., is included if directly related
to the maintenance task. Time required to find the TO is
typically not included.

2. Time spent accumulating tools necessary for the task is
included if they are available in the immediate area.

3. Time spent in preparing the simulator in any way incidental
to the task :s included.

4. Time spent in direct support of development tasks, e.g.,
repair of test instrumentation, is not included.

5. If personnel are required on an intermittent or a sequenced
basis, the time assessed for the task includes the required
standby time only if the standby time is of a type or dura-
tion which prevents these personnel from performing other
productive tasks.

6. If an item is damaged or maintenance errors are induced by
design complexity or improper procedures, the time will be
chargeable. When action concerning any of the deficiencies
has been completed, the time will not be deleted. However,
the maintainability prediction will incorporate the results
of any subsequent engineering changes that would affect such
times.

7. Corrective maintenance actions will include all those actions
documented to repair inherent, induced, and no-defect
occurrences (as defined in reliability).

8. MTTR excludes delays due to supply, administration, personnel

nonavailability, and transportation, except as provided pre-
viously within this section.



MTTR (critical)

Corrective maintenance manhours

MTTR (critical) expended on critical failures

Number of critical failures

Mean Manhours to Repair (MMTR)

Total corrective maintenance

MMTR manhours during test period

Total number of corrective maintenance
actions during the test period

where time guidelines specified for MTTR apply.

Maintenance Manhours per Training Hour (MMH/TH)

MNMH/TH Total maintenance manhours

Training hours

where time guidelines for HTTR apply as well as the following:

1. Manhour expenditures include all those manhours expended
under the guidelines described under MTTR.

2. Planhour expenditures are only counted during times that the
simulator is scheduled for full operational testing, i.e.,
during the reliability demonstration and operational effec-
tiveness testing.

3. Training hours are counted only for those times that the
simulator was used in a full operational condition, i.e., the
reliability demonstration and operational effectiveness
testing.

4. All manhours expended from beginning of test (reliability
demonstration or operational effectiveness tests) until the
end of test are counted if they fall under the criteria
described under MTTR. End of test will be when all main-
tenance actions resulting from occurrences during test are
completed.
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Maintenance Manhours per Operating Hour (MMH/OH)

MMH/OH is computed for the six categories of maintenance action
(preventive, inherent, induced, no defect, all failures, and total
corrective) using the following formula:

MMH/OH Direct maintenance manhours (category)
Operating hours

ADDITIONAL MAINTAINABILITY CONSIDERATIONS

When to Start Timing

The process of initiating maintenance-team action after a fault
is inserted has been described. However, that description did not
indicate when to start timing the maintenance action. This is some-
times complicated by procedures involving the use of computer checkout
programs. In some instances these programs take five minutes or more
before an answer as to equipment status is indicated. Is this time to
be counted as a portion of the restore time, or merely as operational
monitoring time? The question becomes crucial if the MTTR requirement
is very short, e.g., 15 minutes, and the BITE or automatic checkout
time is the greater part of this time. The question must be resolved
in the initial test planning phase.

QUALITATIVE MAINTAINABILITY CHECKLIST

1. Are major line-replacement units (LRUs) located to facilitate
total system inspection/checkout/troubleshooting?

2. Does system design/installation contribute to ease of main-
tenance in terms of location, accessibility, etc.. Consider:

a. Size and access panels/doors, number of and type oF
fasteners.

b. Size and weight of components, adequacy of handles or
handholds, reQuired span of reach, height above or
distance from work surface.

c. Location of test or servicing points in relation to work
surface for test or servicing equipment.

d. Adequacy of space for necessary support equipment.



3. Are test or servicing points clearly marked to reduce chance
of induced error?

4. Are connectors of different size, keyed, or clearly marked to
eliminate swapping?

5. Are connectors visible and readily accessible to reduce
chance of cross-threading, etc.?

6. Are there hazards in terms of blind spots, shirp edges,
exposed electrical connectors/circuitry?

7. Can the system be checked out (operational check, trouble-
shoot, etc.) by not more than two technicians?

8. Are support equipment/BITE cues and indications easily read
and understood?

9. Are environmental conditions such as noxious fumes, high
noise levels, extreme temperature, etc., tolerable?

10. Describe other features or requirements not listed above
which adversely affect system maintenance:

11. Was the equipment under evaluation considered commercial off-
the-shel f equipment?

12. Remarks (explain questions 1-10 that were answered nega-
tively):
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AVAILABILITY COMPUTATIONAL FORMULAS

Inherent Availability

The following formula is used to calculate Ai for the device:

MTBCF
MTBCF+MTTR (critical)

Scheduling Availability

Number of missions scheduled -

number of missions lost +

A51 number of missions added
Number of missions scheduled +

number of missions added

Mission hours scheduled-

As? =hours lost + hours added
A2 Mission hours scheduled + hours added

Mission Capable Rate Chart

Figure C-i shows a sample mission capable rate data collection
chart. Guidelines for completing the chart are as follows:

1. The first entry on the first chart is the time and status of the
simulator at initiation of the test period.

2. Whenever the mission capable status changes, enter in the
following line the time, new status, primary contributing work-
unit code (WUC), a brief description of the cause, and initial the
entry.

3. Fnter all changes of simulator status, including an N/P status for
non-possessed time (if applicable).

4. Use one chart per day, with 2400 hours as ti-e daily ,
time. Date each chart. The last entry of the day should be 2400
hours with a N/C status entry (no-change).

5. After the last entry of the day, total the times for each status
and complete the "totals for the (Jay" section.



MISSION CAPABLE CHART

Date __________

TIME STATUS WUC COMMENTS INITIALS

TOTALS FOR THE DAY

A. Possessed Time F. Flyable Time (C+D+E)___

B. Non-possessed Time G . (NMCM) Sch Time

C . FMC Time H. 111CM tUnsch Time

D. (['rIS) Time 1. (NMCS) Time

E. (Pf1CM) Time J . WIC Time (G+H+I

Figure C-1. Samipl e mission capable rate data collection fonm.



Mission Capable Rate Formulas

The followinq data are required to make MCR determinations:

* Possessed clockhours.

* Status clockhours.

* Descriptions, WUCs, and job control numbers of primary causes

of status.

Using the data on clockhours per type of status, and the
possessed clockhours data, mission capable rates are calculated using
the following formulas:

s MCFMC clockhours X 00
Possessed clockhours

NICM uscheduled rate =NMCM scheduled clockhours x 100
Possessed clockhours

NMCM unscheduled rate ch 100
Possessed clcckhours

SrP= NMCS clockhours X 100
Possessed clockhours

PMCM rate = ---PMCM clockhours - 100
Possessed clockhours

Flyable rate xc -ur100lohor
Possessed clockhours
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MANPOWER CALCULATION PROCEDURE

1. Multiply the number of hours in each shift by the number of
personnel required on that shift to get manhours per shift
(each shift's minimum manpower situation will be used).

2. Multiply manhours per shift by days per month (of that shift)
to get monthly manhours for each situation.

3. Total the monthly manhours for all situations to determine
total minimum manhours per month.

4. Divide by the appropriate availability factors to determine
minimum manpower.

SUPPORT EQUIPMENT EVALUATION CHECKLIST

1. Is the item easily operated?

2. Was the proposed SE adequate for the task in the following areas:

a. Depth of test or diagnostic capability versus test required
to ensure proper system operation?

b. Range of SE inputs versus system range of operation?

c. SE performance parameters (power, accuracy, precision) versus
system performance parameters?

3. Are instructions complete and adequate for SE hookup operation
and diagnosis?

4. Does the SE (to include diagnostic and BITE routines) test the
system (or subsystem) to the same parameters (voltage, frequency,
etc.) as those to which the system is supposed to operate?

5. Were indications or cues easily understood?

6. Were diagnostic and/or BITE routines easily initiated?

7. Does this item appear to he corrosion free?

S. Can the proposed SE "stand alone" and not he supported by other
common or special units (voltmeters, frequency counters) while
heinq used?

9. Does this item require calibration?



10. Does this item use software (computer programming)?

Ii. Are there similar maintenance or service functions perfor;.to I,

other SE?

12. Is there an alternate method which would not require use ut ti:is
equipment?

13. Was a maintenance task performed using this equipment?

14. Is there a possible safety hazard at any time during tr*rsoor-
tation or positioning dnd using this equipment?

(Any ar- wer of "no" to iny of the questions from I to 8 , and iry
,nswer ( "yes" to any of the questions from 9 to 14 reqluires expl, -
tion on hack.)

T'C1N!(A DATA CONTENT CHECKLIST

Sat/Unsat (S/U)

1. M auals identify all units & assemhlies by location & functivr,.

2. Mauals provide schematics & wirinq dianrams at least to the
LRU.

3. Vinuals describe all uncommon parts, tools, codes, or to-t
uni ts.

4. .naa I s tell how to detect, localize, isol ate,, corre .
c hteckout.

5. "anual s explai n what to check, what to expect & how to correct.

F, 'hinuals tell what may go wrong, how to prevent & how to
t( over

. "nial s cctrat l ly 1i- t men. t(,ols, m t(.r i el /,ed in oac h teak.

8,. *n._ni laynut _ cues/aids effe( tive , (ff I-i tr (:,,hlhotin .

.r Iua s cI al- y de s r Yi r a-cess, hreak d, wn o .,s Ih v e ,thod .

S. m r.(.rm( ,-nriditic, , jir-,n c ,,ir- P, -O ,  . t, ,t - ,ir, en.

' . . 't ,~dJm t, li n, ca Iit'at & m,-r', &r , '' ., ''.cv,.



12. iC ' '. ,a ' I climates/conditions.

13. Me, e ur, t' 0. . ufui pment to be used.

14. Data irc i )Iy (.rl? iniz ed, ,u ly found, & readily used.

15. Manual ter,),s symbol s ire ."unc) ., ,nt with maintenance data
system.

16. All procclures are consistent with expected use & failure

rates.

17. All procedures are consistent with planned manning & workloads.

18. All procedures reflect sapply, handling,_& storage practices.

19. Maintenance hlock diagrams are provided for each equip:.iert
- tem.

20. Diagrams describe interconnections & relationships between
items.

21. Diagrams identify input-output connections between subasn-

blies.

22. Diagrams give designations for teriiinals, jacks & test points.

23. Diagrams show voltage, current, & waveform at each test point.

24. Diagrams reflect, are compatible with, diaqnostic techniques.

25. All materials are consistent with system maintenance con-(,ts.

TLHNICAL DATA STYLE CHECKLIST

Sat/Unsat (S/U)

1. Manuals o planned, designed, i ,trilutd fur eas, di; se.

2. Print is m , ; material durab n( u, trancnt/llossy mlr

3. Where possible, pocket manual! cont.i in sptti al ist i fic
data.

4. Major portions of the rianual irt, tahhed and/or suhject i , .

5. oth dotail ed tahle of content, k. ,uhi ect iridex are pr(iv led.

IIII (



-6. Indexes are symptom oriented, to lead from trouble to solution.

7. Instructions are in step-by-step rather than narrative format.

8. Each procedure in the manual has been tried, validated.

9. Maintenance procedures avoid unnecessary testing or handling.

10. Instructions balance workload among personnel, betveer hands.

11. Instructions fix action location before describing the a-tion.

12. Tools, testers, & material are listed at top of each instruc-
tion.

13. Dial, meter, switch settings are given wherever appropriate.

14. Warnings & cautions are given in the sequence encountered.

15. Feedback loops lead to discovery/correction of prObable errors.

16. Technical data are clear, unambiguous, require no inter-
pol ation.

17. All language, words, & symbols are short, familiar, & concise.

18. Paragraphs are short with frequent run-in & side htacinqs.

1 . Titles, subtitles, & headings clearly indicate area of
cr verage.

2?). Pold type, underlining, and spacina fv,,r salient ,c, words &
tnnughts.

21. Taules, charts, & illustrations are used wherever practicable.

?,P'. P hotoqraphs show unfmil iar detail , are rC Lmuc hed to aid
rea,dder.

?3 Prawinqs il u ,' tr iami I r ite,, o v o nt t iti o ,

4 , (dr d v1!d.ws h, :,art lo(.ition rt .

O d'd .



FACILITIES EVALUATION ,AF.CKL IST

Sat/Unsat (S/U)

1. Facility layout minimizes maintenanceioperations interference.

_2. Layout minimimes place-to-place movement of men & equipment.

_3. Layout proviles adequate bench maintenance, shop, storage
space.

4. Layout allows visual & voice contact betvieen team memibers.

5. Layout allows access to most sides of all iterms of Pquipment.

6. All spacing is olanned for likely clothirc, loads, clutter,
etc.

7. Stockroom/too crib locations are conVomrert to all wor jre s.

8. Special storoe is provided for hazardcus or conta"- a ,l e

items.

9. Kick-space, , , -co , writino surfaces, etc. ore adeoua to.

10. Passageways ieao,,eote for carts, ,tan~s, etc. . their lo-" .

11 . Passages, ,:cif, c(:rners allow creoe all of a
i tern.

Pa -I es/doovo allow easy access to . escape fror al; ,' P-

13. workspace is planned primarily for -tar-nc w >itting t, .s.

14. Worksp ace is ';,iuat(. droIrt t, :t,.r , ', rra 'r. or

lb. pi( - i a ,. , "r rono ir ,( t I .,:, in, linr, cl i< i

ha i r are er n , , ,'t (r r the "hi ft

.I l r .t ,,1 wor 4*, I v-  a

10 . Internal . Cr *t nn a , ", ' ,a, , dl r,- i , avol
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14. Were containe r,. - (in Trentf-r of haarnc(, sling-lift facili-
ties , forkli ft &' ypo int , etc.,* when rE-flui red?

1% is the supply qf nf ti- ~nra coinpiote in terms of type of
,iateri al and alE.qw~i te in r-ant?

16 - Art? srdCOc~f eO Sn s .,,ft to a! l ow the con struc ti or, c
crate, cv cont.&ii i ,s-

17. Is heavy capacity ec,,,iv ct. uic h a s f ork Ii f t c, el ev ato r s,
hoists -ufficicnt for rs* i: re n t s?

I. Are loadinq,'urY a ding f ae

A rc- spec 131 pIvsci 4 c C a r ha ndli inq [reca ut-- ons -':.'c
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etr.
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O&S COST EVALUATION FORMULAS

Simulator Maintenance Manpower Costs

Cost 1 = (no. of airmen) X (airman pay factor)

Cost 2 = (no. of officers) X (officer pay factor)

Cost 3 = (no. of civilians) X (civilian pay factor)

Cost 4 = (no. of CFS [contractor field service] and FSR [field
service representatives]) X (sum of O&M contract costs
per man year)

Cost Tot = Cost I + Cost 2 + Cost 3 + Cost 4

Replenishment Spares

Cost = UE X OP hrs/year X cond rate X UC + UCi
MTBM (induced)

where:

# UE is the unit equipment (number of simulators per wing orsquad ron).

@ OP hrs/year is the scheduled number of individual annual simu-
lator operating hours.

* Cond rate is the replenishment spares predicted condemnation

rate.

* UC is the unit cost of the replenishment spares.

* MTBM (induced) is the predicted MTBM of the replenish-
spares.

* UCi is initial spares acquisition cost by unit.
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Simulator Maintenance Materiel

Cost = UE X OH X MPOH

where:

e UE is the unit equipment (number of simulators per wing or
squadron).

a OH is the annual operating hours per simulator.

* MPOH is the maintenance materiel expended per operating hour.

Support Equipment

Cost = UE X (SE cost factor)

where:

* UE is the unit equipment (number of sIMu! tors per wing or
squadron).

* SE cost factor is the cost of requisition and replacement of
simulator SE.

Simulator Facility

Cost = AREA X BFAC

where:

e AREA is the facility floorspace required in direct support ot
ATD operations and maintenance, includinq the floorspace con-
sumed by the trainer itself. This variable is ,expressed in
square feet.

* BFAC is the base peculiar fl&1 , planning fact!,Y which is used to
account for geographical differences when ,'eramming facil i-
ties maintenance cost. This factor is exprr, ed in current
year dollars.



Electrical Power

Cost = PWR X PCOST X OPIIRS X UE

where:

e PWB is the predicted hourly electrical power required
for operation and maintenance of a simulator.

* PCOST is the cost of the above electrical power per unit.

* OPHRS is the predicted annual operating hours of a simulator.

e UE is the unit equipment (number of simulators per wing or
squadron).
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SOFTWARE DOCUMENTATION QUESTIONNAIRE

MODULARITY QUESTIONS

1. The documentation includes a separate part for the description of
external interfaces.

2. The documentation includes a separate part for the description of
each major function.

3. The documentation includes a separate part for the description of
the program global data base.

4. Major parts of the documentation are essentially self-contained.

5. The documentation has been physically separated into (sets of)
volumes each with a distinct purpose.

6. The documentation indicates that each global data structure is
partitioned into functionally related sets of variables.

7. The documentation indicates that storage locations are not used
for more than one type of data structure.

8. The proqram control flow is organized in a top down hierarchical
tree pattern.

9. The documentation indicates that program i niti al izati on pro-
cessing is done by one (set of) moiutc(s) designed exclusively
for that purpose.

10. The documentation indicates that program termination processing
is done by one (set of) module(s) designed exclusively for that
purpose.

11. The documentation indicates that program I/O is done by one (set
of) module(s) designed exclusively for that purpose.

12. The documentation indicates that program error processing is done
by one set of modules designed exclusively for that purpose.



DESCRIPTIVENESS QUESTIONS

13. Each physically separate part of the documentation includes a
useful table of contents.

14. Each physically separate part of the documentation includes a
useful glossary of major terms and acronyms unique to that docu-
ment.

15. Each physically separate part of the documentation includes a
useful index.

16. It is easy to locate specific information within the documien-
tation.

17. The documentation includes a useful version description document.

18. A useful master list is available which identifies all software
documentation.

19. Any dynamic allocation of resources (storage, timing, priority,
hardware services, etc.) is explained in the documentation.

20. Timing requirements for each major function of the program are
explained in the documentation.

21. Storage requirements for each major function of the program are
explained in the documentation.

22. The inputs to each module are explained in the documentation.

23. The processing done by each module is explained in the documlen-
tation.

24. The outputs from each module are explained in the documentation.

25. Special processing considerations (error, interrupt, etc.) of
each module are explained in the documentation.

26. There is a flow chart (or equivalent) for each module which ade-
quately illustrates the -inputs, general processing, and Outputs
for the module.

27. Program initialization and terminaition processing is explained.

28. Pecovery from externally generated error conditions which could
affect the program is explained.



2?). The process of recovering from internally generated error con-

ditions is explained.

30. Input of program data is explained.

31. Output of program data is explained.

32. There is a useful set of charts which show the general program
control and data flow hierarchy among all modules.

33. There is a master list (chart, table, sc~ction, etc.) identifying
where each global variable is used.

34. The global variable master list includes information about each
global variable such as type, range, scaling, units, etc.

35. The use of any complex mathematical modal1 (technique, algorithm")
is explained in the documentation.

36. The documentation on each complex mathematical model includes
information such as a derivation, accuracy requirements, stabil-
ity considerations and references.

CONSISTENCY QUESTIONS

37. It appears that a useful set of standards has been followed for
the development of the documentation.

38. It appears that a set of standards has been followed for the
construction of all (program and mnodul e) flowcharts (or
equival ent).

39. Documentation of each major functional part of the program
follows the same format.

40. The format of the documentation reflects the organization of the
program.

41. It appears that programming conventions have been established for
the interfacing of modules.

42. It appears that programming conventions have been established for
I/O processing.

43. It appears that design conventions have been established f or
error processing.



h44. A naming convention for modules appears to have been used.

45. A naming convention for global variables appears to have been

used.

SIMPLICITY QUESTIONS

46. The terminology used in the documentation to describe the program
is easily understood.

47. The documentation is physically organized as a systematic
description of the program from levels of less detail to levels
of more detail.

48. Each part (sentence, paragraph, subsection, section, chapter,
volume, etc.) of the documentation tends to express one central
idea.

49. The amount of cross referencing among parts of the documentation
contributes to the understandability of the program description.

50. The documentation indicates that the program source language is a
high order language (HOL).

51. The documentation indicates that the use of recursive/ reentrant
programming techniques is not excessive.

52. The documentation indicates that each program module is designed
to perform only one major function.

53. The documentation indicates that resource (storage, timing, tape
drives, disks, consoles, etc.) allocation is fixed throughout
program execution.

54. The documentation indicates that the control flow among modules
is easy to follow.

55. The timing scheme designed for the program is easily understood
from the documentation.

56. The program is designed so that modules are not interrupted
during execution.

57. It is evident from the documentation that a knowledge of mathemla-
tics beyond basic algebra is not req~uired to understand the
mathematical functions performed by the program.



EXPANDABILITY QUESTIONS

58. A numbering scheme has been adopted which allows for easy addi-
tion or deletion of narrative parts of the documentation.

59. Graphic materials (figures, charts, lists, etc.) are physically
separate (e.g., on separate pages) from narrative description.

60. A numbering scheme has been adopted which allows for easy addi-
tion or deletion of graphic materials.

61. The program timing scheme appears to be flexible enough to allow
for modifications (e.g., reorganization, addition, deletion of
f unc ti onal parts) .

62. There is a reasonable time margin for each major program function
(rate group, time slice, priority level, etc.).

63. Documentation narrative explains the procedures for altering
basic data storage sizes.

64. The program has been designed to allow for an increase storage
utilized before storage capability is exceeded.

65. Those modules dependent upon data structure sizes are identified.

66. The program has been designed so that functional parts may be

easily added or deleted.

INSTRUMENTATION QUESTIONS

67. There is a separate part of the documentation for the description
of a program test plan.

68. There is a separate part of the documentation for the description
of sample test data.

69. There is a separate part of the documentation for the description
of program support tools which would aid in testing program.

70. A set of test procedures to be used for program checkout is
explained.

71. The set of test procedures provides useful unit testing infor-
mati on.

72. The set of test procedures provides useful information on
limitations/incompleteness.
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73. The program has been designed with the capability to display
inputs and outputs in summary form.

74. The docu,nentation describes a standardized set of program test
data (input and ouput) that has been designed to exercise the
program.

75. The documentation indicates that the program has been designed to
include software test probes to aid in identifying processinig
performance.

76. Error checking within the program has been designed to inci Ie
such features as diagnostic reporting, I/0 parameter checki(,n
runtime index range checking, etc.

GENERAL QUESTIONS

77. Modularity as reflected in the program documentation contrihtUeS
to the maintainability of the program.

78. Descriptiveness as reflected in the program ocumentation contri-
butes to the maintainability of the program,

79. Consi stency as reflected i- the program docu,en~it,)on contributes
to the maintainability of the program.

90. Simpl icity as reflectec in the prooram documertation contributes
to the maintainabil ity of the prograo.

81. Expandability as reflected in the program documentation contri-
butes to the maintainahility of the program.

82. Instrumentation as reflected in the program documentation contri-
butes to the maintainability of the program.

83. Overall, it appears that the characteristics of the program docu-
mentation contribute to the maintainability of the program.

II of



SOFTWARE SOURCE LISTING QUESTIONNAIRE

MODULARITY QUESTIONS

1. Functionally related data elements have been organized into logi-
cal data structures.

2. The concepts of structured programming have been applied to the
control structures in this module.

3. The use of techniOLues Which involve the sharing of memory loca-
tions (e.g., overlay, equivalence, same area) is not excessive.

4. The use of global data in this module is not excessive.

5. The number of entry points of this module is not excessive.

6. The number of exit points of this module is not excessive.

7. This module performs only related functional tasks.

8. Each functional task of this module is an easily recognizable
block of code.

9. It appears that each iteration block within this module has a
single entry point.

10. It appears that each iteration block within this module has a
single exit point.

11. It appears that each decision block within this module has u
single entry point.

1?. It appears that each decision block within this module has a
single exit point.

13. When this module completes execution, control is returned to the
calling module.

14. The use of the same variable for both input and output is not
excessive in this module.

DESCRIPTIVENESS QUESTIONS

15. Inputs to this module are described in a preface block.

16. Outputs from this module are described in a preface block.



17. The purpose of this module is described in a preface block.

18. Modules which call this module are identified in a preface block.

19. Modules which are called by this module are identified in a pre-
face block.

20. Limitations (accuracy, timing, data 1/0, etc.) are described as
appropriate in a preface block.

21. Any special processing (e.g., multiple entry/exit, error
handling, algorithm peculiarities, etc.) is described in the pre-
face block and is understandable.

22. Documentation information (module name, programmer, algorithm
references, revision data, etc.) is identified as appropriate in
a preface block.

23. The comments in this module contain useful information.

24. The quantity of comments does not detract from the legibility of
the source listings.

25. Transfers of control and destinations are clearly explained.

26. Machine-dependencies are clearly commented.

27. Imbedded comments describe each function (block of code) within
this module.

28. Attributes of each variable used in this module are described by
comments and/or source language declarations.

29. Error processing/exits are clearly identified and explained.

30. It appears that a standard for module organization has been
followed within this module.

31. Variables are declared in a specification/declaration section.

32. Variable names are descriptive of their functional use.

33. The module code is indented within control structures to show
control flow.

34. Statement labels have been named in a manner which facilitates
locating a label in the source listing.

35. The machine cross reference listings appear to be useful.
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36. This module's flow chart represents the logic control flow as
shown in this module's source listing.

37. This module' s flow chart represents the data flow as shown in
this module's source listing.

38. The labels in this module's flow chart and the statement labels
in this module's source listing are in agreei;ient.

39. The inputs to this module as described in the documentation
correspond to the inputs as shown in this iodule's source
listing.

40. The outputs from this module as described in the documentation
correspond to the outputs as shown in the module's source
listing.

41. The order of arguments for this module as described in the docu-
mentation corresponds to the order of arguments as shown in this
module's source listing.

42. The module processing as described in the documentation
corresponds to the implemented processing as shown in this
module's source listing.

43. The programming conventions established in the documentation for
source code development have been followed within this module.

44. The delineation of comments is uniform within sections of this
modul e.

45. Each variable in this module is considered to be of one (and only
one) data type for all occurrences.

46. Each variable in this module has only one function.

47. Global variables are distinguishable from local variables by a
naming convention.

48. The use of indentation is uniform within this module.

49. The information in the preface block is consistent with the asso-
ciated source code.

SIMPLICITY QUESTIONS

50. The source language for this module is a high order language
(HOL).



51. The <lntrol flow of this medule is essentially from top to hot-
tom.

52. This r'odlule contains very little extraneous code.

53. There is minimal use of specialized coding techniques in this

modul c.

54. Esoteric (clever) progrd1riing is avoided in this module.

55. GO TO-Iike branch statements in this module are used only where
essential.

56. There is reasonable use of statement labels in this module.

57. A krowledge of mathematics beyond basic algebra is not required

to understand the mathematical functions performed by this
module.

58. This 'Todjle contains a minimal number of compound data struc-
tures.

59. This nodule contains a minimal number of compound control struc-
ture,.

60. Each hysical source line in this module contains at most one
executable source statement.

61. There is a minimal use of compound Boolean expressions in this
module.

62. The number of oy;jressions used to control branching in this

module is manaqeable.

63. The number of unique oerators in this module is manageable.

64. The number of unique operands in this module is manageable.

65. The number of executable statements in this module is manageable.

EXPANDAPILITY QUIEST1QNS

66. There is i minimal mixing of !,,") functicns and other application
functions in this iiodule.

67. There is a minimal mixing of machine dependent functions ind
other application functions in this module.



Constants uscd more teirn once in this ,noJjle are parj (-t rized

Wi. There is mi n imal use of processing- depen,.dIn t code (e.g., rel ati ve

adAiressing, self-modifying code, etc ) in this module.

7ro. The size of any data structure which affects the pro, essing logic

of this module is pairameterized.

,I. Any constant,: (e.g., accuracy, convergence., timing) which affect
processing in this m,.ud'ule are parameterized.

U. The contribution of tnis module to the cons..r,,ition of frlne ti 'Ie

can be determined.

73. The volume of data wli h this modile can pr,rocess does not vprear

to be limited.

' . It appears that func tional parts could he easily inserted,
deleted, or replaced within this module.

iNoTRUMENTATION QUESTIONS

7n. This module contains checks for possible out-of-hound array

subscrip)ts.

This module contains nr,-cks to detect po,. le u r ined opera-

tions.

'7. This ,cdul e ,, i n nima 1  "ount of -iie which wc.,;ld reqiore

lower- l ovel t a i i o-, inq.

' o Sourc e ist1r . :o,. : e: e st or re ferer,, input datai ind asso-
ciated o;to.t rcsul ts ij e in testinq hi s module.

Diagnostic .,fe-.,ages',.-cr codes are output when an ill egal input
to thi ; mul l e is enco A, tered.

* Diaqnot,- 'essages/error codes are output .*, an internal

modu l fa Itire could occur.

1- Interied , . results wi hi n this module an be -l e, ti voly

colleLt- I )r display.

P 2 Aids ex i; in r ,. n ilr i r tfd in to the Modules s, 1v'e
code for , , s, , & logical flow of cont'ol



GENERAL QUESTIONS

83. Modularity as reflected in this module's source listing contrib-
utes to the maintainability of this module.

84. Descriptiveness as reflected in this module's source listing
contributes to the maintainahility of this module.

85. Consistency as reflected in this ;,odule's source listing and be-
tween the source listing and' documentation contributes to the
maintainability of this module.

86. Simplicity as reflected in this module's source listing contrib-
utes to the maintainability of this module.

87. Expandability as reflected in this module's source listing
contributes to the maintainability of this module.

88. Instrumentation as reflected in this module's source listing
contributes to the maintainability of this module.

89. Ov eral I it appears that the characteristics of this module's
source listing contribute to the maintainability of this module.
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QFTWARE f I)P A tI .'- .! NE INTf RFV : '";' .T(4NMtIP

AQI'!RABILITY QUESTIONS

Assurahility: the extent that the system aids the r.

val idatinq data, avoiding errors, and correct i1, errors c, , ,

. Operator input errors do not -ause syste, fail ure-

Operator input errors are detected.

3. The CaaseS of input errors are displ aved to t h' t :,,.

. The ation renuired o , o t an Op(':t" r iput .

i splaved to the operateor.

- ut error ; 
(ire easily corrected

C. nr!ut errorS are quickly corrected.

The uperator can verify input be fore exocut 1Wf tOry.

i. si ssion pecul iar data pntered by thf, opt. r t 1'. ,

v ai idi tv.

. ,ata ertrv display has a cursor or pointer.

C .,lerot r i5 able to correct mistyped c, r ty 1.) U
ic k,,race key.

*~ ~ o d tmioes not requi -(, the opfrator to ''l o;

i' and interrupts do nor h iv( dete it;it t ii i it , t I

i tn . device off- Iino ees noot havi ,

~~~01. t ai C a I I Y Ces P ~ t ive p i'~

aec .t' !f"'h s pr(1tocti or)

- " . 1, r t i ~ ilert'd t" 'lt,  t i, the ,.t, .

" . ',. , I, , y v h. . -alts, ir-, disp,l ((. +, h ,,,



p

Cor tro-l) ab Hi tv the ex tent t hj ,., a 11 oa.. e operator

to direct the operations of the lr C",

1. The operater can intetopt in, 1 U,.mtic pro, es.

1 The operator has task abort C, i. i -li .,t ,ii a,, .

The oerator may ,nit ,,ite;,olt - , t - -.

T he o pera t kr :)idy _,,, c ,n, t i t I It iv i

:t The operator ca, an w for r,' , tht cur, status of

operation.

22. The operator can rt.,..* Y )wn on the
d i spl ay.

23_ . The operato r maY .. .... ! .i ',. , .. tus.

I. The operator May LttOtr, the wb; .t d kv ratorv text,
both nilut and o;t1,ut.

The operator May e( it t , la' . ,. tne system.

The p er Jtor May crat, an t mands as a
nq, e li C ol,)Pmfld

The oper,tor Can cn mmand vi . 'n n 1 ; d iut i'n) of auto-

mati C poooce s.

'nt . The oper-ator may conmmn di ft f k)l pra t i u!

he operator may contyr the yv,' rI . n t i ty of output.

44) R ypass procfdu res are av a i IH 1 o I t > . t i n ca,t of partial
system fail ure the more impoertA t rum tio can still be
performed.

, 'K [(1Al) R A<,'tf,' I! flIY Q)Llf II(lNS

Workload rpinonibility: the extP. i it the tick, required of
t operaoto r are & thin-the operator n 1! 1 1 1 1 -s and the extent to
whi c h the operator pe rfonms a useful , ". I, e

: . It is easy to, enter misi on ( ta m . , data.

I/. Data preparation is tvoial ly perfo, on-l ire devices.



33. The system will accept free-rormat commands and data.

34. Menu techniques are used to aid the operator in making decisions.

35. The system may be operated without reference to manuals during
normal operations.

36. The operator needs to memorize a comfortably small number of uin-
mands in order to effectively operate the system.

37. essages to the operator a-e easy to understand.

38. The device used to send messages to the operator provides infor-
mation at a rate comfortable to the operator.

39. The number of messages presented to the operator at one time is

small.

40. The system software may be reloaded quickly and easily.

41. The system software needs to he reloaded irfrequently.

42. System warm-up time is small.

43. The operator's manual makes minimal use of cross-references.

44. It is easy to locate specific information within the operator's
manual.

45. The operator's manual is a reasonable size.

4h. T he operator performs no tedious functions which could be handled

hy the system.

4. The operator is rarely bored and performs a "dynamic" function.

48. The operatnr is not forced to wait for the machine to respond.

40.  The operator is not a slave to the machine.

, 'rt : i ~iVF NV. 'Jl I(f'

5 -ri pti veness: the extr, t to which the operator has ivail itle
±i,0i1ed rxplanations of ev,rv fuarmtion tht, operator xitrfrlms and
v,'''' " tion the machine per tf~n'2 .

w r-on and power-off m ,r -, are wtl I documented



51. The operator has adequate instructions for handling emergencies.

52. Legitimate responses for all conditions are explained.

53. The software provides a question-answer type operator aid.

54. The system will explain each command upon user request.

55. Explanations of how to interpret all output data are available.

56. The operator is adequately alerted when the system requires
operator actir)n.

57. The machine gives the operator decision aids if tasks cannot be
executed as ordered.

58. The version number (revision number) of the software is readily
available to the operator from the system.

59. Data base configuration data are readily available to the opera-
tor.

60. All documents the operator requires (including cross-references)
are easily available to him.

61. The operator's manual clearly explains the normal sequential
steps of operation.

62. The operator's manual contains a useful table of contents.

63. The operator's manual contains a useful index.

64. The operator's manual contains a useful glossary.

CONSISTENCY QUESTIONS

Consistency: the extent that the behavior of the machine and
docuretation correspond to the expectations of the operdtor.

65. Operator entered commands are systematically formatted.

66. The command lang, ,ge is a standardized language.

67. Requirements for operator input agree with the operator's manual.

68. Messaqes to the operator are systematically fornatted.



69. Messages requiring action by the operator are always highlighted

in some fashion.

70. Operator entries always result in some type of response.

71. Response times are similar for grcups of similar activities.

72. System performance corresponds with documented performance
(specifications, user's manuals, etc.).

73. Checkl ists agree with the operator's manual.

74. Operator's manuals are systematically formatted.

SIMPLICITY QUESTIONS

Simplicity: the extent that information presented to the opera-
tor or entered by the operator is grouped into short, readily
understandable structures.

75. The operator needs to know only one command language.

76. Operator entered instructions are relatively short.

77. It is easy to understand actions required of the operator.

78. Mcssages to the operator are short.

70. Each new message contains only one idea to which the operator
must respond.

80. Only essential or useful informiation is displ ayed to the opera-
tor.

81. The display is not overcrowded (unless commanded to be so).

82. Difficult words or characters are rarely used.

83. Data structures are easily understandable.

84. The operator has appropriate checklists available.

85. The number of checklists required is manageable.

86. The operator's manual is a single volume (except for checklists).

87. The operator's manual is easy to unders.tand.



88. Al ternatives to normal operating sequences are described sepa-
rately (not enbedded within normal procedures).

GENERAL QUESTIONS

Note: The following questions rel ate to the evaluator's general
impression of the computer program's contribution to system usaii Iity

or effectiveness. Definitions of the test factors should be reviewed

before coipleting these questions.

89. The concepts of Assurability as implemented in thf, syste2
contribute to usability of the system.

90. The concepts of Controllability as implemente, in the system
contribute to usability of the system.

91. The concepts of Workload Reasonability as implemented in the

system contribute to usability of the system.

92. The concepts of Descriptiveness as implemented in the systerm

contribute to usability of the system.

93 The concepts of Consistency as iminl( oented in the system contri,-

ute to usahility of the system.

94. The ccncept- of Simpl icity as implemented in the system contri b-

ute to usabilitV of the system.

95. verall , it appears that the operator-machi ne interface has hee
well Iosigned.

,r U S G(*,V RNM(N1 PRir4T*EG fl



ATE

M 
'E 

I I

-L I




